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model in order to derive the optimal policy to be used by the
admission control mechanism. Besides, we show the optimal
policy construction for several trafÞc load conÞgurations. To
the best knowledge of the authors, this work is the Þrst that
considers usersÕ QoE as the main metric to steer trafÞc in a
macro/small cells network.

The remainder of this paper is structured as follows.
Section II highlights some research work pertaining to small
cell communications. The admission control approach, brießy
proposed in [5] and dubbed hereunder asQo2B AC , is detailed
in Section III. Section IV models the proposed admission
control as a MDP process. The analytical discussion of the
proposed admission control is made in Section V. The paper
concludes in Section VI.

II. RELATED WORK

Regarding small cell networks, several research works have
been conducted in the recent literature. Many of them have dealt
with mobility management issues, and that is in both the Open
Subscriber Group (OSG) case and the Close Subscriber Group
(CSG) case [6], [7]. Solutions to this issue were in the form of
predicting the user movement, comparing the small cells that
have been visited to those stored in the local cache, and then
selecting the ones that a user should more likely connect to [8].
Again to support mobility between macro and small cells net-
works, the work in [9] proposes a mobility management scheme
based on QoS, trafÞc type (e.g., real time vs. non-real time),
and UEÕs speed considering three velocity ranges, namely low,
medium, and high.

As stated earlier, assuring acceptable QoS over IP backhaul
is of vital importance for small cell networks, especially for
delay-sensitive trafÞc. This becomes an issue; mainly when
the mobile network and the Þxed broadband network are
independently operated. One solution to this problem is by
implementing admission control mechanisms at small cells. In
[10], Olariu el. al. propose an admission control and resource
allocation mechanism to avoid resource overloading and VoIP
(Voice over IP) quality degradation at DSLAMs to support
small cell communications. In this admission control, the VoIP
quality measurements are made at the HeNB GW and the call
admission decisions are made based on measurements taken
from actual ongoing VoIP calls considering a modiÞed vari-
ant of the ITU-TÕs E-Model algorithm. Based on jitter and
delays, the E-Model algorithm derives in real time user per-
ceived QoE in terms of Mean Opinion Score (MOS). VoIP calls
are accepted if the average MOS is higher than 3.9, and are
rejected if the MOS is less than 3.8. Besides using heuristic
policies to implement admission control, the proposed mecha-
nism is dedicated only to VoIP applications. In [11], a handover
management scheme along with an admission control mech-
anism in high-dense small cell networks is introduced. The
admission/rejection decisions are made by an entity connected
with small cells. The authors differentiate three cases of admis-
sion control decisions: (i) for new calls; (ii) for calls originally
connected with the macro network; (iii) and for calls originally
connected to the small cell network. To implement this admis-
sion control mechanism, two thresholds (T1 and T2, T1 < T2)
are deÞned, which represent SINR (Signal Noise Ratio) of the

target small cell. For the Þrst case, the new ßows are admitted
in the small cell if SINR is higher thanT2. Otherwise, the ßow
is directed to the macro network. For the case of ßows origi-
nally connected to the macro network, they are directed to the
small cell network if SINR is higher thanT2. Finally, when the
ßows originally connected to the small cell network detects that
SINR is falling down, they get connected to the macro network
if no other small cell is available. However, if there is another
available small cell and SINR is higher thanT2, they are then
directed to that small cell. If SINR is less thanT1, the ßows are
connected to the macro network. Similar to [10], the admission
decision mechanisms are based on heuristics. In [12] and [13],
Le et. al. formulate the admission control mechanism as a Semi
Markov Decision Process (SMDP). The admission control pro-
cess is distributed and is locally implemented by each access
point (macro and small cells). The SMDP process allows deriv-
ing an optimal policy to accept or reject a ßow at the cell level.
To solve the SMDP process, the authors use linear program-
ming, whereby the objective function is to minimize the sum of
the overall blocking probability. There is no redirection (i.e.,
forced handover or ßow mobility) between macro and small
cell networks. Furthermore, the objective function used in the
SMDP process considers only the blocking probability and does
not consider usersÕ QoE. In [5], the authors presented a mecha-
nism that i) predicts and assesses the variation of QoS metrics in
the future such as network load/congestion indications, ii) pre-
dicts and assesses the impact of QoS variation on usersÕ QoE,
iii) and based on these two predictions, deÞnes policies for
admitting UEs into small cell network or macro network, which
maximize the new ßowÕs QoE and minimize the degradation of
the overall QoE for admitted ßows in both networks. Similar to
[10] and [11], the decisions are based on simple heuristic. To
address this issue, we propose in this paper the use of a MDP
model to derive the optimal policies for admission decisions,
which complements the framework introduced in [5].

III. Q O2BAC: PROPOSEDQOS/QOE-BASED

ADMISSION CONTROL

A. QoS/QoE Profile Creation

In this section, we describe the QoS/QoE predictions-based
admission control, proposed in [5], which deÞnes the basis of
the MDP model presented in this paper. The interested reader
is referred to [5] for further details on the proposed QoS/QoE
predictions-based admission control framework. The focus of
this present paper is on how to derive admission decisions.

A typical small cell network deployment is shown in Fig. 1.
The shown network architecture comprises a number of small
cells, covering multiple households/small ofÞces in a wide
residential area or forming an enterprise or a hotspot small
cell network (e.g., shopping mall). The multiple small cells
are provided by the same mobile network operator and con-
nected through the same DSLAM (or another node relevant
to the used Þxed access technology) to the mobile operators
core network via (optionally) a security gateway and a H(e)NB
gateway. Whilst the Þgure shows the case of a single mobile
operator network operating small cells and utilizing the Þxed
broadband networks DSLAM, the DSLAM can be also shared
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Fig. 3. Major steps behind the proposed admission control mechanism.

a statistical proÞle over time of the link bandwidth variation.
This statistical proÞle is constantly updated over a long period
of time, in the order of days or weeks. This statistical proÞle is
referred to as link bandwidth proÞle. The QoS/QoE mapper also
keeps track of another statistical proÞle, called QoS/QoE pro-
Þle hereunder, whereby QoE in terms of the satisfaction level of
users, averaged over a short and predetermined period of time
T , is mapped to QoS in terms of average link utilization and
total number of users connected to the small cell network during
the time periodT . The QoS/QoE proÞle is constantly updated
through learning.

In the proposed mechanism, small cells and macro cells
periodically receive admission control policies from the cor-
responding QoS/QoE mapper using a dedicated interface and
using preconÞgured logic to interpret and enforce them. These
policies are determined by the QoS/QoE mapper based on
the QoS and QoE predicted for the upcoming time period.
Following these policies, for example, the handover of a UE
into the small cell network is admitted if acceptable customer
satisfaction level/QoE is foreseen. Otherwise, the user will
be requested to stay connected to the macro network. Fig. 3
depicts the major steps behind our proposed admission con-
trol. Decisions on the admission control policies to be sent to
macro cells and small cells are run periodically. If the satisfac-
tion level is predicted to be low, the QoS/QoE mapper deÞnes
an admission control policy that shall be enforced at the macro
cell network or the small cell network, to ultimately increase the
satisfaction level to an acceptable value. Whereas step 2 and 3
are well detailed in [5], the main objective of this paper is to
formulate an optimal model for step 4.

B. Admission Control Policy Model

1) MDP: Having described some details of the proposed
admission control, we now direct our focus to its modeling as
an MDP process. The notations used in this paper follow those
described in [18]. The envisioned model is based on the use
case of Fig. 2, whereby a mobile operator has to decide which
network (i.e., small cell network or macro network) the UE
needs to attach to in order to maximize its QoE and to mini-
mize the degradation of the overall QoE of admitted ßows. We
recall that the QoS/QoE mapper, deÞned above, speciÞes the
admission decision policy. Using the QoS and QoE prediction

procedures, the QoS/QoE mapper is aware of the QoE expe-
rienced by users in each network type. Furthermore, it is able
to assess the impact of adding one new ßow to each network
type on QoE, by predicting the usersÕ QoE at (t + 1) given
the current time is (t). In order to retrieve an optimal policy
for deciding where to admit a UE with a trafÞck, we deÞne
a Continuous Time Markov Decision Process (CTMDP) that
associates to each state an action, corresponding transition
probabilities, and rewards. Letst be the process describing the
evolution of the system state andS denote the state space. We
denote byA = (a1, a2, a3) the vector describing the actions
available to the QoS/QoE mapper at each epoch (i.e., arrival or
departure of a new UE). Actiona3 is used if the UE is accepted
into the small cell network, while actiona2 is used if the UE is
accepted into the macro network. Actiona1 refers to the case
when the UE is rejected. As will be detailed later, depending
on the current state, the set of available actions is different. Let
Qk

m and Qk
f denote the predicted average QoE if a new UE

with a trafÞc of typek is admitted into the macro network or
the small cell network, respectively. This information is avail-
able at the QoS/QoE mapper, which constantly tracks the usersÕ
satisfaction values. We assume that there arek types of trafÞc
associated to a UE. The state space can be written as:

s =
(

n0
m, . . . , nk

m, n0
f , . . . , nk

f , b
)

(1)

where nk
m represents the number of UEs with trafÞc typek

admitted into the macro network cell,nk
f denotes the number of

UEs with trafÞc typek admitted into the small cell network, and
b is a binary value. The QoS/QoE mapper observes the current
states of the network and associates a set of possible actionsAs

to it, taken upon arrival to it from the previous state. For a given
actiona, an instantaneous rewardr(s, s′, a) is associated to this
transition from states to another states′. The corresponding
formal representation of the CTMDP process is as follows:(

S, A, (As, s ∈ S), q
(

s′∣∣ s, a
)
, r

(
s, s′, a

))
For particular states, the set of possible actionsA reduces to a
subsetAs .

A policy P associates an actiona(s|P) to a states. Let
Q be the transition matrix, withq(s|s′) being the transition
rate between statess and s′ in S. The transition rates of the
controlled processq(s′|s, a) can be derived as follows:

• The transitions due to the arrival of a new UE.
• The transition due to mobility of a user between different

regions of the cell, served by the macro base station or by
the small cell.

• The transition due to the departure of a UE, e.g., due to
the end of the application/session.

It is worth noting that transitions due to the departure of a UE
or to the mobility of a user have the same impact on the sys-
tem. Indeed, our aim is to Þnd the optimal policy when a new
UE comes to a region (i.e., due to mobility or the launch of a
new session) covered by both macro and small cells. Indeed, if
a UE is connected to a small cell and moves to an area covered
only by the macro network, there is no need for admission con-
trol. The UE is automatically admitted in the macro network.
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Meanwhile, the case of a UE being connected to a macro cell
and moving to a region covered by both macro and small cells
is considered as a new user arrival. The QoS/QoE mapper can
thus ask the UE to redirect its IP ßows to the small cell if this
one offers better QoE or the overall QoE could be improved.

We assume that the arrival rate of UEs with trafÞci follows
a Poisson law with intensity�i and that the sojourn time in
the system is exponentially distributed with a mean1

µ
. These

two assumptions are made due to the facts that i) voice call
durations are usually modeled using an exponential distribu-
tion and ii) for video streaming applications,µ is equal to �

R ,
whereby� and R denote the Þle size, (which is exponentially
distributed [19]) and the download data rate (which is con-
sidered constant for the sake of simplicity), respectively. By
construction, we deÞne a policy as a function of the actual
state. The decision of accepting a UE/ßow in a small cell or
in the macro network is thus taken by observing only the actual
state. Since this process is Markovian (i.e., the arrival rate is
Poisson and the sojourn time is exponential), the controlled
process is then also Markovian. In order to resolve this MDP
system, we use an equivalent Discrete Time Markov Decision
Process (DTMDP) for the mentioned CTMDP to Þnd the opti-
mal policy. We particularly consider a DTMDP process with a
Þnite state spaceS. For eachs ∈ S, we denote byAs the Þnite
set of allowed actions in that state. This DTMDP process can be
found by uniformization and discretization of the initial process
as follows [18]:

• When all the transition rates in matrixQ are bounded, the
sojourn times in all states are exponential with bounded
parametersq(s|s, a). Therefore, asup(s∈S,a∈As )q(s|s, a)

exists and there is a constant valuec such as:

sup(s∈S,a∈As )[1 − p(s, a)]q(s|s, a) ≤ c < ∞
wherep(s|s, a) denotes the probabilities of staying in the
same state after the next event.

We can thus deÞne an equivalent uniformized process with
state-independent exponential sojourn times with parameterc
and transition probabilities:

p(s′|s, a) =
{

1 − ([1−p(s|s)]q(s|s,a))
c s = s′

p(s′|s)q(s′|s,a)
c s �= s′ (2)

In the remainder of this section, we use the DTMDP version.
For t ∈ N , let st , at andrt denote state, action and reward at
time t of the DTMDP procedure, respectively. LetPa

(s,s′) =
p

[
s(t+1) = s′|st = s, s(t+1) = s′, at = a

]
denotes the transi-

tion probabilities and Ra
(s,s′) = E [r(t+1)|st = s, s(t+1) = s′,

at = a] denotes the expected reward associated to the transi-
tions. A policy� is mapping between a state and an action and
can be denoted asat = �(st ), wheret ∈ N . Accordingly, a pol-
icy � = (�1, �2, �3, . . . , �N ) is a sequence of decision rules to
be used at all decision epochs. In this paper, we consider only
deterministic policies as they are easy to implement [18]. When
a new UE arrives at the system, the QoS/QoE mapper decides
whether to admit the UE in the small cell using actiona3, to
admit the UE in the macro cell using actiona2, or to reject the
UE using actiona1. For each transition, a reward is obtained.

In case of actionsa3 or a2, this reward corresponds to the sum
of the average QoE (i.e., MOS) predicted in both cells. That is,
if a UE with trafÞck is accepted into the small cell, the corre-
sponding reward is the average QoE obtained in the small cell
(including the arriving UE) and the average QoE in the macro
network. In addition, a constant reward is added for each admit-
ted ßow, which represents the gain for the network operator
when accepting a ßow. This reward is obtained as follows:

r(s, s′, a) = Qk
m + Qk

f + Cst (3)

Given a discount factor� ∈ [0, 1) and an initial states,
we deÞne the total discounted reward for a policy� =
(�1, �2, �3, . . . , �N ) as follows:

v�
� = lim

N→∞ E�
�

{
N∑

t=1

� t−1rt

}
= E�

�

{ ∞∑
t=1

� t−1rt

}
(4)

It is worth mentioning that the QoE metric is represented by
MOS. The MOS value is between 0 and 10; where 10 and 0
represent the highest quality and the poorest quality, respec-
tively. Due to the uniformization of CMTC,r(s, s′, a) depends
explicitly on the transitions between states. According to [18],
the new reward functionr ′(s, s′, a) is obtained as follows:

r ′(s, s′, a) = r(s, s′, a)
� + �(s, s′, a)

� + c
(5)

where�(s, s′, a) is the transition rate between states and s′
when using actiona, and � is a parameter to Þx. With the
new formulation of the reward function and the uniformiza-
tion of CMTC, we can use the discounted models as in discrete
models to resolve the system [18]. Letv(s) denotes the maxi-
mum discounted total reward, given the initial states. That is,
v(s) = max�∈	v� (s). From [18], the optimality equations are
given by

v(s) = max�∈	

{
r ′(s, s′a) +

∑
s′∈S

� P
[
s′|s, a

]
v(s′)

}
(6)

The solutions of the optimality equations correspond to the
maximum expected discounted total rewardv(s) and the opti-
mal policy�∗(s). It is worth mentioning that the optimal policy
�∗(s) indicates the decision as to which network the UE is to be
attached, knowing the states. There are several algorithms that
can be used to resolve the optimization problem given by the
above optimality equations. Value iteration and policy iteration
are two notable examples.

In the remainder of this section, we show the different steps
for deriving the optimal policy for admission control between
a small cell network and macro network. For the sake of sim-
plicity, but without loss of generality, we consider the case of
UEs using only one trafÞc type. This trafÞc represents a video
streaming session. We assume that the video sizes are exponen-
tially distributed with a parameter�. A server is sending each
video with a constant bit rateR Kbps. The user arrival rate is
following a Poisson process with an intensity�. The state space
is S = {n1, n2, b}, wheren1 denotes the number of accepted
UEs in the macro network,n2 denotes the number of UEs in
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Fig. 4. The MDP scheme for one small cell, one macro network and one trafÞc
class.

the small cell network, andb is a binary value, whereb = 0
if there is a UE departure andb = 1 if there is a trafÞc arrival.
The system is in state (n1, n2,0) if there aren1 UEs in the macro
network andn2 UEs in the small cell network and no new UE
arrivals. We observe this state when a transition corresponds to
a UE departure. In such state, the only available action isa1. In
state (n1, n2,1), the QoS/QoE mapper has to decide on whether
to accept the arriving UE into the macro cell through action
a2, to accept the arriving UE into the small cell network using
actiona3 or to reject the UE with actiona1. Fig. 4 shows the
possible transition probabilities, and the transition rate for the
case of a UE with one trafÞc type. We can clearly deduce the
transition rate as follows:

�(s, s′, a) =

⎧⎪⎨
⎪⎩

� if s = 0, s′ = 0 and b = {0, 1}
� + µ if s = 0, s′ = 0

and b = 1 or s > 0 and s′ > 0

(7)

Intuitively, when there is no UE in the system (b = 0 or
b = 1 and the chosen action isa1), the next decision epoch
occurs upon arrival of a new UE at the system (following an
exponential distribution with parameter�). In any other state,
the next decision epoch happens when a UE arrives at the sys-
tem or leaves the system (i.e., due to service completion or
mobility). Denoting byTa the time until the next arrival and
by Ts the time until the next service completion, the time of the
next decision epoch is thenT = min(Ta, Ts). We deduce the
distribution ofT as follows:

P(T > t) = P(min(Ta, Ts) > t)

= P(Ta > t, Ts > t)

= P(Ta > t) ∗ P(Ts > t)

= e−�t ∗ e−µt

= e−(�+µ)t (8)

Therefore,T is also following an exponential distribution
with parameter(� + µ). Accordingly, the transition probabil-
ities are deÞned as follows:

p( j |s, a)

=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1 − �
�+µ

j = s, a = {a1, a2}
1 − µ

�+µ
j = s, a = {a3, a4}

�
�+µ

j = (k, m + 1, 1), s = (k, m, 1), a = {a3, }
or j = (k + 1, m, 1), s = (k, m, 1), a = {a2}
or j = (k, m, 1), a = {a1}, b = {0, 1}

µ
�+µ

j = (0, m − 1, b),

s = (0, m, 0), a = {a1}, b = {0, 1}, m �= 0
or j = (k, 0, b), s = (k − 1, 0, 0), a = {a1},
b = {0, 1}, k �= 0
or j = (k, m, 1), s = (k, m, 0), a = {a2, a3},
k �= 0, m �= 0

µ
2(�+µ)

j = (k, m, 0), s = (k − 1, m, 0), a = {a1, },
k �= 0, m �= 0

0 Otherwise
(9)

We observe that when the system is empty, the next deci-
sion epoch occurs when the system is in state (0,0,1). If there
are k UEs connected to the macro network andm UEs con-
nected to the small cell network, and there is no UE arrival
or a UE has been rejected, the next decision epoch is either
(k, m, 1), (k−1, m, 0), or (k, m−1, 0) depending on whether a
new UE arrived or a service has been completed. On the other
hand, if there arek UEs connected to the macro network andm
UEs connected to the small cell network, and a UE arrival has
been admitted, the subsequent states are then (k + 1, m,1) or
(k, m+1,1) depending on whether the UE has been accepted into
the macro network or into the small cell network. The transition
probability due to the arrival of a UE isP(Ta < T ) = �

�+µ
.

Regarding the departure of a UE, we distinguish two cases:
(i) there is either no UE being admitted into the macro net-
work or no UE being admitted into the small cell network,
thereforeP(Ts < T ) = µ

�+µ
; (ii) there arek UEs admitted into

the macro network andm UEs admitted into the small cell net-
work, thereforeP(Ts < T ) = µ

2(�+µ)
as there are two possible

next decision epochs with equal probabilities1
2, (k−1, m,0) and

(k, m−1, 0).
2) Discounted Factor Value: In order to show the meaning

of the discounted factor in the proposed model, we assume that
the QoE/QoS mapper is executing the MDP admission control
algorithm as long as users are coming. As stated before, deci-
sion epochs correspond to the instants when a user comes to
the network. It is obvious that these epochs are related to the
user trafÞc activity. Usually, the user traÞc ßuctuates along the
day. High traÞc is seen during the day, and low trafÞc (even
inexistant) during the night. Therefore, the number of decision
epochs during low traÞc period may equal to zero. By consid-
ering this feature, the trafÞc arrival process can be modeled as
an Interrupted Poisson Process (IPP). Fig. 5 depicts the sim-
ple two states Markov chain corresponding to the IPP. In the
active state, the user traÞc is coming to the network according
to a Poisson distribution. The process stays in the active state
with a probability�, and moves to the inactive state with the
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Fig. 5. The IPP Markov Chain.

probability 1− �. In the inactive state there is no trafÞc, and
then the number of decision epoch is zero. The system remains
in this state with the probability 1− � and comes back to the
active state with the probability�. Since this chain is aperiodic
with a Þnite number of state, the steady distribution exists. We
easily obtain the probability distribution as follows:

�A = �

�I = 1 − � (10)

Accordingly, the probability to be in active state or� can also
be interpreted as the discount factor (� ) of the MDP model.
Besides Þxing the precision of the MDP solution, it will repre-
sent the probability that QoS/QoE has to activate the module of
admission control.

IV. PERFORMANCEEVALUATION

In order to Þnd the correlation between the overall QoE
(i.e., MOS) and the number of UEs attached to a cell, we use
the Pseudo-Subjective Quality Assessment (PSQA) tool [20].
PSQA is an automatic QoE evaluation tool for multimedia ser-
vices based on Random Neuronal Network (RNN). It learns the
non-linear relationship between parameters impacting the ser-
vice quality and the usersÕ perceived QoE. Unless otherwise
speciÞed, the PSQA version used in the simulations is dedi-
cated to video quality evaluation, whilst the RNN used in the
proposed solution concerns all types of services. To estimate
the usersÕ QoE in terms of MOS, PSQA takes as input the loss
rate and the mean loss burst size observed by the video ßow.
It is worth noting that we used PSQA in order to emulate the
functionality of the QoS/QoE mapper and to predict the over-
all QoE for varying numbers of UEs. In real-life deployments,
PSQA-like approach or other similar learning approaches could
be used to assess and predict userÕs QoE as stated in Section III.

To derive the relation between the number of UEs (N BU E )
and the overall QoE for each network type, we conduct some
preliminary simulation tests. We considered a video streaming
service with a mean Þle size following a YouTube model (i.e.
� = 100 Mbits). We used the NS3 network simulator to simu-
late UEs attaching to a radio access network of LTE macro cells
and LTE small cells, and accessing a remote video-streaming
server. The uplink and downlink physical characteristics of both
eNBs and HeNBs are based on the LTE speciÞcations. In our
envisioned network architecture, we deliberately set the bottle-
neck link at the ADSL down link (i.e., link between DSLAM
and the small cell network gateway) whereby a link of four
Mbps is used. The video server is sending an H.264 video at
a rateR = 364 kbits/s. In the simulations, we vary the number
of UEs in each cell and compute the average QoE (using PSQA)

TABLE I
SIMULATION PARAMETERS

obtained for each population of UEs. The obtained results are
as follows:

M O Ssmallcell(N BU E ) =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

10 if N BU E ≤ 11
7.88 if N BU E = 12
4.71 if N BU E = 13
1.7 if N BU E = 13
0.71 Otherwise

(11)

M O Smacro(N BU E ) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

10 if N BU E ≤ 30
8.21 if N BU E = 31
6.37 if N BU E = 32
4.52 if N BU E = 33
2.58 if N BU E = 34
0.71 Otherwise

(12)

It can be easily observed that the macro network can accept
more UEs without degrading the usersÕ QoE. This is intuitive
given the fact that the macro network does not suffer from the
ADSL bottleneck as in the case of the small cell network. We
observe that QoE remains at the maximum whenN BU E < 31
and N BU E < 12 for the macro cell and small cell networks,
respectively. After that, the QoE drastically degrades for both
networks. Regarding the discounted factor, we Þxed the period
of time spent in the active period to 22 hours. Since this value
depends from the probability to be in this state and the total
period of time (for instance 24 hours), then� = � = 0.91.
Table I summarizes the parameters used in the simulation.

Having derived the relation between the number of UEs
and the average perceived QoE (i.e., MOS), we now build the
reward function and hence resolve the MDP process in order to
obtain the optimal policies for different conÞgurations. For this
purpose, a Matlab implementation of the value iteration algo-
rithm [21] is used to derive the optimal policy which satisÞes
the QoE constraints.

Fig. 6 shows the optimal policy constructions for different
conÞgurations of the network trafÞc. The horizontal axis (i)
denotes the number of UEs in the small cell network, while
the vertical axis (j) shows the number of UEs in the macro net-
work. The intersection betweeni and j represents the action
(a = R reject UE,a = M accept UE in the macro cell network,
anda = F accept the UE in the small cell network) to be taken
by the QoS/QoE mapper for an arriving UE, wheni UEs are in
the small cell network andj UEs are in the macro network. For
instance, in Fig. 6(c), (5,5) indicates the action (here accept the
UE in the macrocell) to use when there are 5 UEs in the macro
network and 5 UEs in the small cell network. For a better read-
ability of the policies, we limited the number of displayed states
to 30 UEs in the macro cell network (i.e.j ≤ 30) and 30 UEs
in the small cell network (i.e.i ≤ 30).
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Fig. 6. Optimal policy construction in case of
 = 0.25.

Fig. 7. Number of UEs in the macro network and the small cell network.

To represent the network trafÞc, we denote by
 = �
µ

the net-
work load. It represents the ratio between the intensity of the
trafÞc (�) and the sojourn duration in the system (µ). We con-
sidered three values to cover all possible conÞgurations: (i) low
load (
 = 0.25); (ii) medium load (
 = 1); and (iii) high load
(
 = 4). Regarding the reward model, the constant gain is set
to Cst = 10, which encourages the system to accept UEs and
increase the operatorÕs revenue.

From Figs. (b) and 6(c), we observe that the optimal policy
behavior is to reject arriving UEs when the system is reach-
ing states where good QoE can no longer be ensured. We also
observe that the frequency of these states is higher in case of

 = 4 than in case of
 = 1. Clearly, the number of states where
the system rejects UEs is convex to the trafÞc load. This is
a straightforward observation as the UE arrival rate is higher
than the departure rate, a fact that results in overloading the
system and hence reducing the overall QoE (i.e., as apparent
from the PSQA results). Furthermore, it is also noticeable from
Fig. 6(a) that even when the trafÞc load is relatively low, in
some states the system tends to reject UEs. However, the fre-
quency of these states is negligible compared to the precedent
cases. The probability to reach these states is signiÞcantly low
as the number of arriving UEs is lower than the number of UEs
leaving the network. In contrast, the probability to reach the
states where the system is highly loaded is higher for both cases

 = 4 and
 = 1. Hereunder, we show the impact of using the
derived optimal policies on the usersÕ QoE. For this purpose,
we simulated the three cases of trafÞc loads using NS3. As a
comparison term, we use a random policy approach without
admission control, which admits the arriving UEs uniformly
between the macro network and the small cell network. The
simulation duration is set to 30 minutes; a duration long enough

Fig. 8. Number of rejected UEs.

to ensure a stable simulation environment. UEs are arriving
according to a Poisson distribution with a mean of� per minute.
UEs download a video Þle with an average size following an
exponential distribution with a mean of�. We modify the val-
ues of� and � in order to obtain the three conÞgurations of

 (0.25, 1 and 4), which represent the three scenarios of traf-
Þc load used in Fig. 6 to derive the optimal policies. We used
the same network architecture as the one used for deriving the
relation between the number of UEs and usersÕ QoE.

Fig. 7 illustrates the behavior of the optimal policy in
distributing the arriving ßows between the small cell net-
work and the macro network when using the optimal policy
(OptPolicy) as well as the random policy (Rnd) under the three
trafÞc loads. As stated earlier, the random policy uniformly dis-
tributes the load on both networks, whereas the optimal policy
redirects UEs to either the macro network or to the small cell
network according to the constraint of QoE. In both cases of
high and medium trafÞc loads (Figs. 7a and 7b), the optimal
policy maintains the number of UEs admitted at the small cell
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Fig. 9. Cumulated MOS.

Fig. 10. Average MOS.

less than 12, as higher numbers of UEs may degrade the average
QoE. In case of scenarios with low load (Fig. 7c), the optimal
policy attaches most of the arriving UEs to the macro network:
only one UE attaches to the small cell. This performance is par-
ticularly due to the fact that QoE is not affected when the trafÞc
load is low.

Fig. 8 shows the number of UEs rejected when using the
optimal policy. We plot only the cases of high and medium
loads, since no UEs were rejected when the trafÞc load is low.
As expected, the number of rejected UEs is higher when the
trafÞc load is high. This follows the optimal policy recommen-
dation, where there are more states rejecting UEs in case of
high trafÞc load. Additionally, throughout the simulations, the
QoS/QoE mapper is rejecting UEs in order to maintain good
QoE for admitted UEs. This behavior is conÞrmed in Fig. 9,
which presents the cumulated MOS for the three trafÞc load
scenarios. Clearly, regardless the trafÞc loads, the optimal pol-
icy is achieving the highest QoE. Indeed, thanks to its admission
control, the system is able to maintain the highest QoE for
admitted UEs. It shall be noted that the only case where both
policies exhibit the same performance is in the case of low load.
This is due to the fact that the number of UEs in the system does
not exceed the threshold beyond which QoE degrades (i.e., 11
UEs for small cell network and 30 UEs for macro network).
This gain is also noticeable from Fig. 10, which presents the
instantaneous average MOS throughout the simulation.

V. CONCLUSION

In [5], the authors proposed a QoS/QoE-based admission
control mechanism for handover and ßow mobility deci-
sion between macro and small cell networks. The proposed

admission control mechanism relies on predictions of usersÕ
QoE, deductible from an online neuronal network that learns
the relation between user satisfaction and current QoS condi-
tions of a cell. In this paper, we modeled the admission control
process as a Markov Decision Process to derive the optimal
policy according to the trafÞc load and the underlying QoE
constraints. The performance of the optimal policies obtained
by the MDP process are evaluated and com-pared against the
case of a random policy. The proposed approach exhibits better
performance regardless the trafÞc load, achieving the highest
user QoE.
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