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ABSTRACT
Attacks against encrypted protocols have become increas-
ingly popular and sophisticated. Such attacks are often un-
detectable by the traditional Intrusion Detection Systems
(IDSs). Additionally, the encrypted attack-traffic makes
tracing the source of the attack substantially more difficult.
In this paper, we address these issues and devise a mech-
anism to trace back attackers against encrypted protocols.
In our efforts to combat attacks against cryptographic pro-
tocols, we have integrated a traceback mechanism at the
monitoring stubs (MSs), which were introduced in one of
our previous works. While we previously focused on strate-
gically placing monitoring stubs to detect attacks against
encrypted protocols, in this work we aim at equipping MSs
with a traceback feature. In our approach, when a given
MS detects an attack, it starts tracing back to the root of
the attack. The traceback mechanism relies on monitor-
ing the extracted features at different MSs, i.e., in different
points of the target network. At each MS, the monitored
features over time provide a pattern which is compared or
correlated with the monitored patterns at the neighboring
MSs. A high correlation value in the patterns observed by
two adjacent MSs indicates that the attack traffic propa-
gated through the network elements covered by these MSs.
Based on these correlation values and a prior knowledge of
the network topology, the system can then construct a path
back to the attacking hosts. The effectiveness of the pro-
posed traceback scheme is verified by simulations.

Categories and Subject Descriptors: C.2 [Commu-

nication Networks]: IWCMC 2007 Computer and Network
Security Symposium.

General Terms: Security.

Keywords: Encryption, Intrusion Detection System (IDS),

Traceback.
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1. INTRODUCTION
In the last decade or so, network-based intrusions have

become a major threat to the internet community. Intruders
often conceal their identities by using “address spoofing” or
employing “stepping stones” [1]. Such dubious techniques
are difficult to detect and to counter. To make things worse,
tracing the source of an attack becomes even more difficult,
particularly if the attack-traffic is encrypted.

In the field of network security, traceback is a hot topic.
An accurate detection of attackers against network resources
by tracing back to the attack hosts, or at least to the net-
work of the attack-origin, and taking appropriate actions
against them, would discourage further attacks. Therefore,
attack detection and prevention schemes are often coupled
with traceback techniques. The contemporary research has
been limited to detecting and tracing back attacks against
application level protocols, which do not employ encryption.
However, due to the increasing attacks against encrypted
protocols, such as Secured Shell (SSH) and Secured Socket
Layer (SSL) protocols, it has become an imperative to deal
with such attacks. The conventional Intrusion Detection
Systems (IDSs) are often unable to detect these attacks, let
alone tracking them back, simply because they heavily de-
pend on inspecting the contents of the packets and fail to do
the same in case of encrypted packets. Our previous work
investigated these issues and introduced a novel approach
to detect attacks against encrypted protocols [2]. The ap-
proach consisted of network sniffing agents called monitoring
stubs (MSs). By inspecting the unencrypted portions of the
packets, MSs monitor specific features of a given encrypted
protocol and use them to compare with a normal network
profile learnt beforehand. A significant deviation from the
normal profile, or an anomaly, is deemed as an attack. As
an extension to our previous work [2], this paper focuses on
tracing back the possible attackers after an attack has been
detected by the MS adjacent to the victim. By exchanging
and correlating the feature-patterns over time, the collabo-
rating monitoring stubs attempt to determine the path back
to the source of the attack.

The remainder of this paper is organized as follows. Sec-
tion 2 provides an overview on previous research work re-
lated to various traceback schemes. Section 3 presents a
brief description of the previous work and then describes the
proposed traceback mechanism employing monitoring stubs.
The section also presents the scope of attacks traceable by
the proposed method. The performance of the proposed
scheme is evaluated in Section 4. Section 5 concludes the
paper.
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2. RELATED WORK
Every attack against a network host commences with the

launch of attack-packets from an attacking host, which serves
as the entry point into the computer network across which
the attack occurs. In a network-based attack, the perpetra-
tor usually generates a series of packets that are destined to
the victim host. Over the years, a wide library of work has
been dedicated to tracing back the origins of attacks.

The traceback approach proposed in [3] uses a variation of
the Time-efficient Stream Loss-tolerant Authentication pro-
tocol to generate a code, based on the IP-addresses of the
routing devices, that sequentially handles packets. Using a
map of the IP-addresses of all upstream routers, the victim
of an attack can efficiently reconstruct the route of a packet
through up to 32 devices [4]. These works focus on identify-
ing the route within the network-packets without increasing
the packet size, which has challenged traceback researchers
over the recent years.

Other traceback approaches require routers to produce ex-
tra packets for every packet that is encountered by these
routers [5]. The victim host collects these extra packets
along with the original packets. These additional packets
provide authenticated identification of the originating rout-
ing devices. The obvious shortcoming of this approach con-
sists in the increase in network traffic due to extra pack-
ets generated for each original network-packet, which is to
be traced. To alleviate this problem, [5] proposes an extra
“trace-packet” to be generated on a probabilistic basis (e.g.,
approximately one per 20,000 packets). A large number of
attack-packets (for instance, packets involved in TCP SYN-
flood) continuing for a considerable period of time can be
effectively traced in this way. However, in case of attacks
involving a low number of packets, the system will fail to
trigger enough trace-packets to reconstruct a route back to
the attacker.

Recent traceback schemes adopting similar concept, em-
ploy different packet marking techniques [6] such as Proba-
bilistic Packet Marking (PPM), Deterministic Packet Mark-
ing (DPM), ITrace, and logging techniques such as Source
Path Isolation Engine (SPIE). Most of these schemes re-
quire the IP-header information. This requirement poses
difficulty in tracing back an attacker which sends encrypted
packets. In order to use these traditional traceback meth-
ods at a network monitor level, the monitoring agents may
need to decrypt the headers of the attack packets. However,
decrypting packets at intermediate monitors may raise pri-
vacy issues and incur additional overheads. Therefore, when
cryptographic protocols are in use, the commonly known
traceback approaches will not be effective.

One of the fundamental traceback problems, when it comes
to encrypted connections, is to trace a stream of attack-
packets through a number of “stepping stones”. To find
an answer to this problem, stream-matching approaches,
based on either packet-contents or inter-packet timing, have
evolved. An example of the content-based stream-matching
schemes is proposed in [7]. The scheme is called“Thumbprint-
ing”. Although it shows good performance in tracing back
attacks against non-encrypted protocols, encryption renders
this method ineffective.

An alternate approach to this stream matching technique
is achieved through correlation methods based on the inter-
packet delay (IPD) for tracing back attacks against encrypted
connections [8] [9]. By correlating IPD of different connec-

tions across the network, this approach identifies whether
the inspected packets belong to the same connections. Addi-
tionally, a polynomial upper bound on the number of packets
needed to confidently detect and identify encrypted stepping
stone streams has been found by [1].

In conventional trace-back schemes, the contents of the
packets are conveniently inspected to determine the source
and destination for a given protocol. The traffic-volume, es-
pecially during a Denial of Service (DoS) attack, questions
the feasibility of inspecting the contents of each and every
packet. The advent of spoofing IP-addresses challenges this
naive method. Mansfield et al. [10] have investigated these
issues and introduced a novel technique based on packet-
flow monitoring. This technique relies on flow patterns to
be traced across networks to trace back intruders. Flow-
patterns are profiled by considering the studies that reveal
that the normal network usage patterns, in general, vary
from those under an attack scenario. Such studies have
included investigations of the characteristics of the TCP-
RESET connections and Internet Control Message Protocol
(ICMP) destination/port unreachable packets, in a campus-
based network. Mansfield et al. have then looked for differ-
entiating the features of the traffic profiles, in normal situa-
tion and during an intrusion. For instance, in case of TCP-
SYN packet-based DoS attacks, TCP-SYN connections are
monitored by RMON-devices or probes placed at different
points of the network, which look for the presence of similar
flows at other probes. Thus, the traceback is performed by
correlating traffic-patterns observed at various probes placed
in the network. The traffic-flow correlation has been reason-
ably successful, which leads to the inference that traffic-flows
may be traced from one link to another across a network.
However, this approach does not investigate whether it can
be extended to tracing back attacks against encrypted pro-
tocols.

Recently some efforts have been made to thwart attacks
against encrypted protocol, such as “Protomon” [11]. How-
ever, detecting such attacks alone will not suffice. It is also
required to dig deep and track back the attackers. Unless
traceback systems are employed, IDSs such as Protomon
will act as a mere damage-controlling entity. Our preced-
ing work [2] addresses the shortcomings of Protomon and
presents a more effective detection method by using a dy-
namic thresholding scheme to detect anomaly and distribut-
ing unique monitoring stubs (MSs) over the network topol-
ogy. To expand this work further, we envision incorporating
traceback features in MSs. For this purpose, we adopt an
approach, based on correlation schemes, similar to that pro-
posed in [10] for tracing back attackers. In this approach,
although it may not be possible to hunt down the actual
attacker based on IP due to encrypted headers, it can trace
back to the network or domain from which the attacker
launched the attack. From thereon, the authorities of that
network can hunt down the attack host. This is beyond the
scope of this work and is left as future research work.

3. PROPOSED TRACEBACK SCHEME

3.1 Traceable Attacks against Encrypted
Protocols

The attacks against cryptographic protocols rely upon the
design and implementation of the target protocols. For in-
stance, the OpenSSL implementation of SSL is susceptible
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to specific remote timing attacks [12], Man-In-The-Middle
(MITM) attacks [13], buffer overflow attacks [14] [15], and
Version Rollback attacks. In the remote timing attack, SSL
renegotiation attack, and password attack (also called the
dictionary attack or brute force attack) against SSH, there
is a high interaction (in terms of transmitted messages) be-
tween the attacker and the cryptographic protocol server.
On the contrary, in case of a buffer overflow attack, the
interaction between the client and the server is not high.
According to this observation, in our preceding work [2],
we broadly categorized the different attacks into two types,
namely highly interactive attacks and low interactive at-
tacks. It is sufficient to define a strict protocol state change
directly at the server to detect a low interactive attack [2].
Our goal is to detect and to trace back the highly interactive
attacks.

3.2 Considered Network Topology
The network topology in Fig.1 consists of servers provid-

ing both encrypted and non-encrypted services. Users from
the Internet (including untrusted networks) can connect to
any one of the servers. To avoid additional computational
loads on the servers, we choose not to implement the de-
tection and traceback schemes at the servers. Rather, these
are implemented aside of network elements such as routers.
Each of these entities, which is able to detect and to trace
back attacks, is called a monitoring stub (MS). Rather than
adhering a MS to each server as in [11], MSs are strategically
distributed over the entire network. The functionality of a
MS is described in the following subsection.

3.3 Functionality of a Monitoring Stub
MSs are packet sniffing entities implemented close to a

router. For application level protocols, it is possible to sniff
the network packet headers as well as the payloads, and in-
spect and analyze them at a later instant. However, in case
of encrypted protocols, a MS uses the TCP DUMP util-
ity to monitor the TCP headers which are not encrypted.
For example, detection of a failed SSH session by a MS re-
quires the system to know how the SSH protocol works in
the transport layer level. A client first attempts to establish
a connection to the server by sending a SYN packet. The
server acknowledges this by sending an ACK packet and a
SYN packet of its own. If the client successfully logs onto
the server and wants to quit, the client will first initiate the
FIN packet. On the contrary, if the server initiates the FIN
packet first, it implies that the server is closing the connec-
tion either due to an invalid “login” attempt or a time out.
If a monitoring stub detects that the server is the first orig-
inator of the FIN packet soon after the connection attempt,
it deems that event as a “failed session”. A MS performs
a number of functions: learning normal profiles, monitor-
ing, generating alerts, and tracing back the attacker. The
learning, monitoring and alert-generating phases have been
depicted in [2]. The way the MSs trace back an attacker, by
collaborating with one another, represents the focus of the
research work outlined in this paper and will be described
in the remainder of this section.

3.4 Proposed Traceback Scheme
The proposed traceback scheme utilizes the extracted fea-

tures from the encrypted protocol behavior (e.g., failed ses-
sion rates). Using the proposed scheme, in case of crypto-
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Figure 1: Attack scenarios in an example network
architecture.

graphic protocols like SSH or SSL, the MSs monitor failed
sessions over time and correlate these patterns, to iden-
tify the path of the attack traffic. Every MS stores, in its
database [2], the information regarding failed sessions, which
this particular MS observes for both incoming and outgoing
traffic. The database of a MS also stores the list of collabo-
rating MSs. After an attack against the encrypted protocol
is detected, by the system proposed in [2], the MS nearest to
the victim server switches to the “Trace-back mode”. From
thereon, the MS compares its monitored failed-session pat-
tern with those of its neighboring MSs. For example, MSa

requests MSb to compare the monitored failed sessions in
the direction as shown in Fig.2. MSb correlates the features
of its outbound traffic (Sout,MSb) with that of each incoming
traffic of various inbound links [din,1, din,2, ... , din,n] into
the confluence point R [16]. The strong correlation coeffi-
cients (in the vicinity of one) indicate the possible paths to
attackers’ subnetworks. In the same fashion, MSb, which
is now in charge of the traceback operation, may request
adjacent MSs along those paths to traceback further.

The failed sessions are monitored by the monitoring stubs
in time-slots, λ. The failed sessions are monitored, by each
MS, in a window, N , which consists of an integral number
of these time-slots. Thus the attack pattern is defined by
the length of the time-slot (λ), the size of the ‘window’ (N),
and the monitored features in each slot in the window. These
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Figure 2: MSb compares the outbound traffic feature
(Sout) with the features of each inbound flow at the
confluence point, R.
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(a) # failed sessions
over time seen at MSa.

(b) # failed sessions
over time seen at MSb.

Figure 3: No. of failed sessions seen at two adjacent
MSs: MSa & MSb.

metrics are then used to define the vector, V , as shown be-
low:

( V = λ, F1, F2, F3, ... , Fl, ... , FN ) (1)

where Fl indicates the failed session rate, which was moni-
tored during the l-th time slot.

Now let us consider the monitoring stubs, MSa and one of
its neighbors, MSb. Let the one-way propagation delay be-
tween MSa and MSb be ξ. At MSa, the monitoring begins
at time t, and continues till [t+(N*λ)] as shown in Fig.3(a).
Thus the vector, Va can be constructed at MSa by the fol-
lowing expression:

( Va = λ, Fa1 , Fa2 , Fa3 , ... , Fal , ..., FaN ) (2)

At MSb, the monitoring of Fl commenced at time = (t-ξ)
as shown in Fig.3(b). The monitoring at MSb continues till
[(t-ξ)+(N*λ)]. Thus, Vb is constructed at MSb as follows:

( Vb = λ, Fb1 , Fb2 , Fb3 , ... , Fbl
, ..., FbN ) (3)

The correlation coefficient, denoted by ra,b(Va, Vb) or simply
r(Va, Vb), between the target vectors, Va and Vb, is obtained
by the following equation [10]:

r(Va, Vb) = 1
Nσaσb

PN
l=1[Va(l) − V̇a][Vb(l) − V̇b] (4)

where V̇a and σa indicate the mean and standard deviation
of the monitored features of the vector Va, respectively.

V̇a =
PN

l=1 Fal
N

(5)

σ2
a =

PN
l=1(Fal

−V̇a)2

N
(6)

The value of r(Va, Vb) ranges between {-1, 1}. If r(Va, Vb)
yields a value of one, it implies a perfect match between the
two patterns represented by the vectors Va and Vb. If the
correlation coefficient value is close to one (say, 0.8 or above),
the vectors, Va and Vb, are said to be highly correlated. If
r(Va, Vb) is in the vicinity of zero or slightly negative, the
vectors under comparison are not considered to be similar.
A negative value of the correlation coefficient means that
the vectors, which are being compared, are totally opposite
of each other.

By applying this to the instance in Fig.2, an example set,
τ , with k number of strong correlations between the failed
sessions of the inbound flows and the outgoing flow (Sout)
observed by MSb may be found as follows:

τ = [r(din,1, Sout), r(din,2, Sout), ..., r(din,k, Sout)] (7)

Table 1: Propagation delays between collaborating MSs.

MSa MSb Propagation Delay (ms)
MS1 MS2, MS4 ξ1,2=60, ξ1,4=30
MS2 MS3, MS1, MS5 ξ2,3=30, ξ2,1=60, ξ2,5=30
MS3 MS2, MS7 ξ3,2=30, ξ3,7=30
MS4 MS1, MS5 ξ4,1=30, ξ4,5=30
MS5 MS2, MS4, MS6 ξ5,2=30, ξ5,4=30, ξ5,6=15
MS6 MS5, MS7 ξ6,5=15, ξ6,7=30
MS7 MS3, MS6 ξ7,3=30, ξ7,6=30

4. PERFORMANCE EVALUATION

4.1 Simulation Setup
Three simulation scenarios are envisioned. For the first

two scenarios, Network Simulator (NS-2) [17] is used to
design the initially considered topology as shown in Fig.1.
The topological information of the monitoring stubs and the
propagation delays, ξa,b between two adjacent MSs, MSa

and MSb, are given in Table 1. The simulation parameters
are listed in Table 2. In [2], the attack aggressiveness of a
SSH password attack is defined as a measure of the strength
of the attack in terms of the number of failed login attempts
in contrast with that of the valid ones. In the first scenario,
a password attack against the victim SSH server-1 is simu-
lated as illustrated in Fig.1. The behavior of the correlation
coefficient values under various attack aggressivenesses for
this attack is also investigated. In the second scenario, at-
tacks are simultaneously launched against both the victim
servers from Network1 and Network2, respectively (Fig.1).
Simulations were run five times and the average values are
used as results. In the final scenario, the simulation topology
is extended to investigate the effectiveness of the proposed
traceback scheme under the influence of confluence points.

4.2 Results and Analysis

I. Scenario 1
As illustrated in Fig.1, an attack with attack aggressiveness
of 0.45 is launched against the cryptographic server-1 us-
ing the simulation topology. As explained earlier, there are
seven MSs distributed over this network. Let TRi,Rj and
TNi,Rj denote the features of traffic directed from Router
Ri to router Rj and from Networki to router Rj , respec-
tively. The attack packets traverse the routers which are
monitored by MS1, MS2, and MS3. MS1, which is clos-
est to the victim server, detects the attack, generates an
alert and switches to traceback mode. At first, it compares
Sout,MS1 with both TR4,R1 and TR2,R1 and the resultant cor-
relation coefficients are 0.015 and 0.964, respectively. There-
fore, MS1 exchanges information with MS2. Sout,MS2 is
compared with both TR3,R2 and TR5,R2, resulting in corre-
lation coefficient values equal to 0.972 and 0.012, respec-
tively. Consequently when MS2 contacts MS3, Sout,MS3 is
compared with each of [TN2,R3 , TR7,R3 , TN1,R3 ]. The first
two comparisons yield correlation coefficients of 0.015 and
0.019, respectively. The last case results in a strong value
of correlation coefficient (0.866). Since MS3 has no other
neighboring MS left to exchange its information with, the
traceback operation ends at MS3. Thus the reverse path
to the network, which originated the attack is constructed
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different attack aggressivenesses.

as: {MS1, MS2, MS3, Network1}. MS3 is, indeed, the
monitoring stub that is closest to the attacker’s network. In
this fashion, the system can reconstruct the path back to
the network from which the attack had originated.

For this attack, the correlation coefficients of few pairs of
outgoing and incoming links observed by various MSs are
listed in Table 3. For ease of description, these correlation
coefficients have been indicated as c1, c2, and so forth. Fur-
thermore, the correlation coefficient values of these pairs for
various attack aggressivenesses ranging from 0.2 to 0.95 are
plotted in the graph shown in Fig.4. Both c1 and c2 indicate
high correlation values, in the vicinity of one, for various at-
tack aggressivenesses. On the other hand, c3, c4, and c5 have
correlation values close to zero for initial attack aggressive-
nesses. For the higher values of attack aggressivenesses, c3,
c4, and c5 become negative, indicating further differences
between the monitored patterns at the corresponding MSs.
On the contrary, c6, c7, and c8 have high correlation values
and remain more or less the same with varying attack ag-
gressiveness. This is due to the fact that attack traffic did
not traverse through the corresponding MSs.

II. Scenario 2
This scenario investigates the performance of the proposed
approach in case of simultaneous attacks from the attack-
ers to more than one victim. The attack aggressivenesses
are chosen to be 0.45. As MS1 detects an attack against
victim server-1, it compares Sout,MS1 with both TR2,R1 and
TR4,R1 . The corresponding correlation coefficients are 0.924
and (-0.015), respectively. Consequently, MS4 is not chosen
as the MS in charge for tracing back the attack. As MS2 is
contacted by MS1, Sout,MS2 is compared with TR3,R2 and
TR5,R2 . The comparisons result in the correlation coeffi-
cients of 0.934 and 0.0193, respectively. MS2 then contacts

Table 2: Simulation parameters for Scenarios 1 & 2.
Simulation Parameters Values

Number of monitoring stubs 7
Dummy Encrypted Protocol SSH (over TCP)
Background Traffic CBR, FTP, Telnet
Simulation Time for Trace back 100s
Time slot, λ 1s
Monitoring Window, N 10
no. of times N was monitored 10

Table 3: Few correlation coefficient values observed by col-
laborating MSs (for an attack against server-1 with attack
aggressiveness of 0.45).

Viewing Outbound Outbound Inbound r(Va, Vb)
MS flow flow flow

(for Va) direction (for Vb)
MS2 Sout,MS2 R1 TR3,R2 c1=0.972
MS3 Sout,MS3 R2 TN1,R3 c2=0.866
MS4 Sout,MS4 R1 TR5,R4 c3=-0.12
MS5 Sout,MS5 R4 TR6,R5 c4=0.015
MS7 Sout,MS7 R3 TR6,R7 c5=0.011
MS5 Sout,MS5 R2 TR6,R5 c6=0.406
MS6 Sout,MS6 R5 TR7,R6 c7=0.731
MS7 Sout,MS7 R6 TR3,R7 c8=0.640

Table 4: Simulation parameters for Scenario 3.
Simulation Parameters Values

BRITE Topology Type 1 Level: Router only
Number of nodes 100
BRITE Model Waxman
Node Placement Type Random
Growth Type Incremental
Bandwidth Distribution Heavy-Tailed
n (number of incoming flows 20
to considered confluence point)
Simulation Time 100s
Time slot, λ 1s
Monitoring Window, N 10
no. of times N was monitored 10

MS3 causing Sout,MS3 to be compared with each of [TN1,R3 ,
TN2,R3 , TR7,R3 ]. The corresponding correlation coefficients
are found to be 0.956, 0.0210, and 0.0303, respectively. This
result leads to the Network1 which initiated the attack to
the victim server-1.

On the other hand, MS6, after detecting an attack against
victim server-2, compares Sout,MS6 with TR5,R6 . The resul-
tant correlation coefficient (0.0145) is too small to consider
MS5 as the next MS for carrying on with the traceback op-
eration. Meanwhile, Sout,MS6 is also correlated with TR7,R6

which yields a strong correlation coefficient in the vicinity of
one (0.924). Consequently, MS7 is the MS that takes charge
of the traceback and compares Sout,MS7 with TR3,R7 . This
comparison produces a strong correlation coefficient (0.935).
As a result, MS7 contacts with MS3. This prompts MS3

to compare Sout,MS3 with each of [TN1,R3 , TN2,R3 , TR2,R3 ].
The resultant correlation coefficients are 0.0161, 0.971, and
0.024, respectively. Thus, Network2, which is responsible
for carrying out the attack, is discovered.

III. Scenario 3
Previously conducted research work such as [16] raise is-
sues regarding the confluence points, where large volumes of
attack-traffic from disparate sources along with legitimate
traffic converge. In order to verify the applicability of our
proposed scheme under the influence of confluence points, we
set up a simulation environment consisting of one hundred
nodes using the BRITE [18] topology generator for NS-2
with the simulation parameters shown in Table 4.

To highlight our interest about the confluence point, where
both normal and malicious traffic merge, we again refer to
Fig.2. At the confluence point R, the number of incoming
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Table 5: NF N and CF N for various values of k.

k NF N CF N k NF N CF N

1 0 - 9 0 -
2 0 - 10 2 0.57, 0.65
3 0 - 11 2 0.63, 0.65
4 0 - 12 4 0.59, 0.64, 0.64, 0.65
5 0 - 13 4 0.51, 0.52, 0.60, 0.64
6 0 - 14 4 0.52, 0.55, 0.60, 0.61
7 0 - 15 5 0.58, 0.62, 0.63, 0.64, 0.65
8 0 -

flows is (n + 1). The attack features observed by MSb for
each of these flows are represented by [din,1, din,2,..., din,n]
and Sin. Sout is contributed by all other flows except Sin as
follows:

Sout =
Pn

i=1 din,i (8)

If the actual number of attack flows is k, then Sout may
be rewritten as follows:

Sout =
Pk

i=1 din,i +
Pn

j=(k+1) din,j (9)

In order to attempt to evaluate the performance of the
proposed scheme at the advent of combined traffic at the
confluence point, we choose a considerably large confluence
point with n = 20 from the previously described simulation
topology. Attack flows originating from k number of dis-
parate source nodes, with simulated features of remote tim-
ing attacks, merge at this confluence point and target the
victim node, which is four hops away from the considered
junction point. Normal traffic from (n − k) nodes also flow
via the confluence point based on on-off distributions dur-
ing the simulation time, which contribute to none or quite
low rates of attack-features. By applying the proposed tech-
nique, we then attempt to traceback the attackers by varying
the value of k from one to fifteen for this confluence point.
The performance of the scheme is evaluated in terms of the
number of inbound attack flows, which are missed by the
scheme due to moderate correlation coefficient values. NF N ,
the number of false negatives encountered in the scenarios
with various values of k is shown in Table 5. As seen from
these results, for the values of k from one up to nine, the pro-
posed scheme identifies all possible attack-flows. For higher
values of k (from ten and above) the moderate correlation-
coefficient values (indicated as CF N in Table 5) in the vicin-
ity of 0.50 present us with the problem in deciding whether
to trace the corresponding inbound flows at the confluence
point as attacks or not. The convergence of high volumes of
attack features at the confluence point contributes to lower
correlation coefficients between these actual attack flows and
Sout. For instance, the average correlation coefficient value
between the attack flows and Sout for k = 15 was 0.728,
the highest value being 0.883. In contrast to this, the av-
erage correlation coefficient value between the attack flows
and Sout for values of k from one to nine is computed to be
0.927, which is indeed an indication of strong correlations in
those cases. Consequently, the MSs (e.g., MSb in Fig.2) re-
quire to consider tracing back those flows at the confluence
point which lead to doubtful correlation coefficient values in
the vicinity of 0.50.

5. CONCLUDING REMARKS
In this paper we have addressed the problem of tracing

back attackers against encrypted protocols based on a cor-
relation scheme which compares the“failed-session”patterns
over time at different monitoring stubs. We have performed
simulations and demonstrated the effectiveness of the pro-
posed traceback technique. The simulation results show that
the proposed scheme effectively discovers the path back to
the attacking host’s network. This work will further facil-
itate the job of the IDS, which we previously devised to
combat attacks against cryptographic protocols [2].
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