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Abstract—As mobile data traffic is continuously increasing and
the average revenues per user are getting lower due to flat-rate
changing, operators are in need of means to cope with higher-
than-expected data volumes introducing minimal additional
capital expenditures. This paper investigates network decentral-
ization in conjunction with the selective IP traffic offload ap-
proaches to handle such increased data traffic. We first devise
different approaches based on a per-destination-domain-name
basis, which offer operators a fine-grained control to determine
whether a new IP connection should be offloaded or accommo-
dated via the core network. Two of our solutions are based on
Network Address Translation (NAT) named simple-NATing and
twice-NATing, whereas a third one employs simple tunneling, and
a fourth adopts multiple Access Point Names. We also propose
methods enabling user equipment (UE) devices, both in idle and
active modes, and while being on the move, to always have efficient
packet data network connections. A qualitative analysis and a
simulation study compare the different approaches with respect
to cost, complexity, service continuity, and network performance,
demonstrating the significance of the proposed scheme for multi-
media applications.

Index Terms—Mobile networks, selective IP traffic offload
(SIPTO), traffic management, traffic offload.

1. INTRODUCTION

HE EVOLUTION of the mobile network infrastructure

toward higher capacity radio, i.e., 3rd Generation Part-
nership Project (3GPP) Long Term Evolution (LTE), brings
new horizons for user experience. New applications with in-
creased network-based features are progressively launched, and
bandwidth-intensive services, such as high-definition mobile
video streaming, rapidly consume the offered capacity, increas-
ing pressure on operators for further investments in their core
networks [i.e., evolved packet core (EPC)]. Besides the increase
in the average user demand and the ever-growing number
of mobile users, the popular business models that introduce
flat rates further reduce the average revenue per user. Hence,
operators are faced with a dilemma of enhancing their network
scalability while minimizing infrastructure investments [1],
[2]. Effectively, to meet such an optimal resource utilization
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objective, operators should be capable of selectively offloading
IP traffic as close to the edge of the network as possible,
differentiating in this way “dumb,” bit-pipe traffic, and value-
added services. Such network paradigm is in line with evolving
decentralized architectures [20], which aim to fulfill the quest
for a network architecture flatter than what has been achieved
with the EPC [3], [4].

Three fundamental concepts have been established in 3GPP’s
System Architecture working group (SA2), as specified in [5]
and [6], including the following.

e Local IP Access (LIPA): being supported by residential
and corporate femtocell deployments, enabling camping
user equipment (UE) devices to access local network ser-
vices and applications directly without detouring via the
operator’s core network, ensuring higher quality of expe-
rience in addition to better network resource management.

e Selected IP Traffic Offload (SIPTO): an approach that
selectively offloads some IP traffic at both femtocell
networks as well as at 3rd Generation (3G) and LTE
macrocellular access networks, contributing toward a
better distribution of traffic, avoiding congestion at the
core network, and releasing core network resources for
revenue-generating traffic.

e IP Flow Mobility and Seamless Offload (IFOM): an
approach that permits the establishment of different IP
flows belonging to the same packet data network (PDN)
connection via 3GPP macrocellular accesses and wireless
local area networks.

Such solutions also provide the basis for further advanced,
more comprehensive solutions, e.g., LIPA Mobility and SIPTO
at the Local Network (LIMONET) [21], which combines se-
lected features with further service requirements, particularly
seamless service mobility. Data offloading solutions ensure
efficient resource management by allocating different paths
for selected services providing a means of regulation for the
usage of the operator’s scarce resources, i.e., PDN Gateways
(PDN-GW) and Serving Gateways (S-GW). Operators may
apply such a data offloading regulation on a per-UE basis and/or
on a per-defined-IP-network basis, i.e., Access Point Name
(APN), without compromising network security and user pri-
vacy. From the user perspective, data offloading should enhance
the network experience introducing minimal complexity.

Currently, data offloading solutions have entered a mature
phase with the initial architecture being completed. The focus
of further research and standardization is toward decentral-
ized network-based solutions, whereby local gateway (L-GW)
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selection and relocation is significant considering mobility and
load balancing. This paper introduces a Domain Name System
(DNS)-based solution to provide data offloading decisions for
new and established session and analyzes the impact of L-GW
selection considering service continuity.

An earlier version of the main contributions of this paper has
been published in [26] and [27]. However, this paper attempts
to integrate the different approaches proposed in [26] and
[27] toward a comprehensive solution and to demonstrate their
advanced performance through further simulations. Indeed,
the contributions of this paper include mechanisms for traffic
control using a DNS-based solution and a quantitative analysis
of the various technical options to support service continuity
of SIPTO traffic introducing minimal complexity with respect
to both the core network and UE devices. Data offloading will
not be efficient without decentralizing the mobile operator net-
works. For this purpose, small-scale core network nodes, e.g.,
PDN-GWs and S-GWs, are considered to be locally deployed
to serve the local community of users, in a decentralized fashion
[14]. In this paper, we also propose mechanisms to perform
load balancing among L-GWs with the objective of improving
user experience, verified via extensive simulations. We also
performed a simulation study that demonstrates the impact of
our gateway selection proposal compared with conventional
proximity-based approaches for multimedia applications.

The remainder of this paper is organized as follows:
Section II presents the state of the art. Section III presents our
DNS-based SIPTO traffic control methods and our proposed
gateway selection mechanisms considering UE devices in both
idle and active modes. Section IV evaluates the overall ap-
proach and showcases its technical benefits. Finally, this paper
concludes in Section V.

II. STATE OF THE ART

The EPC is designed to encompass different 3GPP ac-
cesses [i.e., 2nd Generation (2G), 3G, and LTE] and non-
3GPP access [e.g., Worldwide Interoperability for Microwave
Access (WiIMAX), Code-Division Multiple Access 2000
(CDMA2000), and Single-Carrier Radio Transmission Tech-
nology (1xRTT)]. The richness of EPC accesses gave birth to
a new 3GPP entity called Access Network Discovery Selection
Function (ANDSF) that assists UE devices to find the best or
most suitable access out of the many available ones [15]. It
has also led to different interesting solutions, which can be
classified into solutions for offloading IP traffic from the mobile
core network and for exploiting the decentralization of the
mobile network to optimize resources’ usage.

A. Data Offload Solutions

Data offload solutions, including LIPA, SIPTO, and IFOM,
have been widely studied within the 3GPP community. These
3GPP studies pertain to the specifications of architectural en-
hancements, mobility operations, and management function-
alities. IFOM aims to address IPv6 mobility [16] with 3GPP
suggesting the adoption of IETF RFC 5648 [17] to enable the
support of multiple care-of address registrations and per-flow
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routing control. In IFOM, offloading decisions and mobility
support are mainly based on the UE without imposing modifica-
tions by the core network. Consequently, [IFOM is not providing
resource control means to the mobile operators and is beyond
the scope of the proposed DNS-based scheme, which enables
operators to obtain a finer control and management of mobile
traffic.

LIPA and SIPTO bridge such a control gap, allowing mobile
operators to selectively offload traffic. They have therefore
captivated 3GPP SA2 WG efforts toward LIPA/SIPTO specific
enhancements in a Home (evolve) Node B (H(e)NB) sub-
system and in macrocellular networks [7], [8]. A description
of the different LIPA/SIPTO architectures is available in [5],
which elaborates the main operations and requirements. A
generic data offloading scheme beyond the conventional 3GPP
framework focusing on local access networks and LIPA is
described in [12]. It concentrates on UE devices with the
support of multiple APNs and also on single-APN UE devices.
However, the conventional LIPA/SIPTO solutions are based
on predetermined policies or filters installed at local breakout
points, lacking flexibility and dynamic quality-of-service (QoS)
provisioning. A study that analyzes the QoS advancements in a
mixed macrocellular and home network scenario is introduced
in [11], quantifying the benefits of data offloading via LIPA
and SIPTO services, considering the geographical position of
micro- and macrocells as well as the radio characteristics of the
system. Nevertheless, even this approach brings a static data
offloading configuration.

Current efforts for data offloading solutions mainly focus on
locating the offloading functionality on the operator’s network
and on providing methods for distinguishing SIPTO-related
traffic. The perception of LIPA/SIPTO is that it is a service of-
fered on a per-flow basis. Scalability improvements for the LIPA/
SIPTO provision are proposed in [23], introducing an evolved
packet system (EPS) bearer as the offload granularity consider-
ing one or more bearers within every PDN connection. Such an
approach also adopts the conventional data offloading manage-
ment mechanisms that rely on filters, which reside within each
node and are used for regulating offloading decisions.

This paper advances the existing methods by introducing
a flexible DNS-based approach for controlling SIPTO traffic
handling, improving the performance of the predetermined
filterbased schemes, considering also service continuity support
for SIPTO traffic. Such DNS-based approach may easily reflect
evolving traffic types and QoS demands, efficiently addressing
issues related to static filter-based configurations, while ensur-
ing a coordinated and unified policy on the entire network,
enabling in this way efficient SIPTO mobility. The envisioned
SIPTO service continuity is performed on a per-SIPTO-flow ba-
sis, similar to the IP flow mobility [13] and to the distributed IP
flow mobility considered in [10], although the network environ-
ment and the means for achieving mobility support are different.

B. Solutions for the Reselection/Relocation of Data Anchor
Gateways in Decentralized Mobile Networks

As elaborated above, the evolution of 3GPP radio ac-
cess networks and their traffic characteristics have developed
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Packet Data Network

Fig. 1. Lack of mechanisms for PDN-GW selection/relocation per IP flow/
session for UE devices in active mode in current 3GPP specifications.

fundamental architecture and management features, leading
the way towards the need for deploying a decentralized cel-
lular infrastructure. Among these features, LIPA/SIPTO is of
a significant role. In such a decentralized network, resource
and session management, particularly when a UE changes its
point of attachment to the network, is a process that needs to
handle both already-established sessions and newly initiated
ones. The key challenge is the fact that L-GWs and, hence,
anchor points are distributed, so when a user moves, it may be
more efficient to select or relocate sessions based on distance,
load, and mobility patterns.

The network architecture of a decentralized EPS aiming for
collocating gateway-related operations with evolve Node B
(eNBs) towards the edge of the network is presented in [24].
Mobility and service continuity support is examined in [14],
whereby a dynamic and distributed mobility management
scheme is presented. The proposed approach merges the mo-
bility anchors and base stations and uses tunneling to forward
traffic upon a handover, allowing also the user to establish flows
via different mobility anchors. While the proposed approach is
proved to achieve efficient resource usage, its main drawback
consists in the fact that it does not take into account neither load
balancing nor resource management. Alleviating this drawback
defines one of the main contributions of this work.

The study of the aforementioned solutions clearly allows
routing different PDN connections through diverse access sys-
tems. Particularly, IFOM [6] allows a UE, equipped with
multiple network interfaces, to establish multiple PDN con-
nections to particular APNs via different access systems and
to selectively transfer PDN connections between the accesses
with the restriction that multiple PDN connections to the same
APN shall be kept in one access. While there is also another
work, which enables UE devices to establish and disconnect
multiple PDN connections to the same APN uniformly across
the EPS, a mechanism that indicates to the network or to the
UE when it is beneficial to set up a new IP session over a new
PDN connection via the same access is overlooked. Indeed, in
current solutions (see Fig. 1), a UE, supporting multiple APNs,
may have different PDN connections, each associated with a
different APN (e.g., Internet, IP Multimedia Subsystem). When
a UE is using a PDN connection to access a particular APN, that
PDN connection does not change until the UE becomes in idle

Offload Network
Domain

Home Network UE S 4

Fig. 2. Overall network architecture.

mobility. In other words, PDN-GW relocation is recommended
only during idle mobility, to avoid service disruption, because
when the PDN-GW changes, the old PDN connection is simply
torn down. Additionally, as long as the UE has a PDN con-
nection (to access a particular APN) and is in active mode, the
UE will always use the same PDN-GW to set up any new IP
sessions to the same APN.

As stated earlier, mobile operators are aiming for the decen-
tralization of their networks. In this context, a mechanism that
indicates to the network when it is beneficial for a UE to set
up a new [P session via a new PDN connection will be highly
recommended. Its importance becomes further vital knowing
the interest of operators to offload dump traffic as locally as
possible to achieve the goals of SIPTO. In this paper, we also
propose a set of mechanisms that enable a UE to know how
and when to establish a new PDN connection for launching new
IP sessions to a particular APN, above all in an efficient manner.
This is done without impacting/compromising the ongoing
(old) PDN connections to the same APN.

III. ENHANCED DATA TRAFFIC MANAGEMENT
A. Envisioned Network Architecture

In order to develop a clear understanding of the proposed
solutions, we initially describe the base network architecture
and elaborate the role of the main network components. Fig. 2
illustrates the overall network architecture, which contains the
individual network components, including a core DNS server, a
Mobility Management Entity (MME), an S-GW, a PDN-GW,
an eNB, a Home eNB (HeNB)/Security-GW, and a HeNB
with a collocated local PDN gateway (L-GW). Small-scale
PDN gateways and serving gateways are also locally deployed
nearby eNBs in the macro network, resulting in a decentralized
network architecture. The L-GWs are directly connected to
an offload-enabled network domain, functioning as a local
small-scale PDN-GW in case of UE devices supporting mul-
tiple APNs or as a simple L-GW including some necessary
PDN-GW functions [5]. It should be noted that a DNS proxy
could be potentially positioned at the local GW. For the sake of
completeness, two types of UE devices are considered in this
paper, namely, UE devices with a single PDN connection/IP
address for both SIPTO and non-SIPTO traffic and UE devices
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Fig. 3. SIPTO traffic handling/control based on explicit indications from
operator’s DNS.

capable of supporting multiple PDN connections/IP addresses,
with at least one dedicated for SIPTO traffic.

B. Traffic Offload Handling and Control

The provision of SIPTO traffic control, i.e., separation of
SIPTO traffic and core network data traffic, is typically per-
formed using a set of predefined IP flow-based routing policies,
managed by the Policy and Charging Rules Function (PCRF)
or by the Home NodeB Management System (HMS) in case of
small-cell deployments. Such a set of policies can be in the form
of “IP flow filters,” which are communicated and dynamically
updated on eNBs and HeNBs to reflect evolving traffic policies.
Hence, a new interface between PCRF and (H)eNBs should be
defined, and the notion of IP flow-based routing policies for
SIPTO should be established in PCRF or HMS.

“IP flow filters” specify traffic flows subject to SIPTO based
on source/destination IP address/port number (or subnetwork
address), protocol version, and optionally, the transport proto-
col type. The provision of “IP flow filters” to particular radio
access points may appear as a scalable and responsive solution
due to its distributed nature; however, major concerns are raised
against the increased complexity associated with the dynamics
and the proactive provision of evolving traffic policies [25].
Significant signaling cost is expected with the dynamic updates
of “IP flow filters,” while synchronization problems among
neighboring eNBs or HeNBs may cause service inconsistency
and problems to support traffic continuity for mobile users.

Hence, additional intelligence is required to support SIPTO
and traffic continuity, while enabling operators with full con-
trol. Such a tight control is achieved by a centralized traffic
management system, in charge of providing explicit indications
regarding offload decisions to (H)eNBs during an IP flow setup
by UE devices. In this vein, in [22], we proposed a DNS-
based solution and analyzed a number of variants. According to
our proposed DNS-based SIPTO control solution, as illustrated
in Fig. 3, a UE that needs to establish a new IP connection
contacts the DNS server following current standards. The DNS
server then indicates in its reply the peer IP address and some
information on the routing profile, i.e., how the traffic of the
particular IP connection should be handled. Following the DNS
reply, the L-GW takes appropriate actions. Depending on these
DNS actions, four different SIPTO handling variants can be
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envisioned considering different UE capabilities with respect
to multiple APNs support and different functionalities on the
(H)eNBs as well as on the core network. In all variants, the DNS
server indicates SIPTO support via a flag inside the DNS re-
sponse message. With no specific purpose in mind regarding the
order, the envisioned SIPTO handling variants are as follows.

1) Simple Source NATing Solution considering UE de-
vices with a single APN, whereby an L-GW provides
Network Address Translation (NAT) services for SIPTO
traffic. The DNS indicates SIPTO support and the IP
address of the peer, which is stored at the HeNB and is
used for traffic offload enforcement. It should be noted
that NAT-related limitations may restrict applications that
do not work through NAT.

2) Twice-NATing Solution whereby both source and desti-
nation addresses are translated as offload traffic across the
L-GW, which performs twice-NATing on SIPTO traffic.
Traffic offload decisions are again indicated in the DNS
reply message, whereas the IP address of the peer is
stored in the L-GW, which associates it with the local
DestNAT. Certain limitations subject to DestNAT apply,
although IPv6 support as described in [9] can be envi-
sioned.

3) Simple-Tunneling Solution whereby UE devices for-
ward SIPTO traffic by establishing a tunnel toward the
L-GW, which performs simple source address translation.
Upon receiving a SIPTO indication, the L-GW adds to
the DNS response toward the UE its IP address. UE
devices realize that a particular connection is subject to
SIPTO and tunnels the uplink (UL) traffic to the L-GW
address. Source routing via IP header options could re-
place tunneling for IPv6 traffic.

4) Multiple-APN UE-oriented Solution considering UE
devices that support multiple PDN connections to differ-
ent APNs, with at least one dedicated for SIPTO. The
DNS indicates to the UE which APN to use for SIPTO
traffic, provided that the UE is aware of the configured
APNs. UE devices, in turn, bind new IP flows to the UE’s
IP address associated with the recommended APN.

Further details on the mechanisms of these DNS-based

SIPTO control variants along with a discussion on their advan-
tages and pitfalls are available in [22].

C. L-GW Selection

Upon the setup of a new IP flow/session, a UE knows that
the relevant IP traffic needs to be serviced via an L-GW using
the aforementioned DNS-based SIPTO traffic handling. Never-
theless, the following issue is raised in case the UE has already
some IP flows running on an L-GW: shall the UE establish the
new IP flow/session via the currently used L-GW or shall it
search for another L-GW that could be optimal and better than
the currently used L-GW in terms of both load and geographical
proximity. The remainder of this section introduces a number
of L-GW selection mechanisms and compares them consid-
ering UE devices in one of the following two states: 1) EPS
Connection Management (ECM)-idle mode and 2) ECM-
connected mode. For the ECM-connected mode, the L-GW
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Fig. 4. Expected enhancement for UE devices in idle mode.

selection analysis concentrates on UE devices with multiple
PDN connections that traveled a significant distance from the
original L-GW and need to reestablish the PDN connections,
for optimization reasons.

In the EPS, once a UE establishes a PDN connection to a
certain APN (e.g., Internet) via a specific PDN-GW, the PDN
connection remains established even in case the UE goes idle.
Such an “always on” feature is beneficial for UE devices that
become active and need to communicate without requiring the
reestablishment of a PDN connection.

Despite its responsiveness, “always on” connectivity has
major drawbacks for supporting SIPTO in particular and in
case of decentralized networks in general with the support of
service continuity. Once a UE establishes a PDN connection
with a local PDN-GW to an APN based on certain optimization
constraints, such a local PDN-GW is maintained until the UE
explicitly disconnects from this PDN. Hence, service continuity
may result in suboptimal local PDN-GW usage, particularly
if the user moves a significant distance away from the initial
(H)eNB (see Fig. 1).

A simple example to demonstrate such deficiency is depicted
in Fig. 4, considering a UE initially connected via the macrocell
eNB 1 to a suitable PDN-GW (step 1) and then moving a
significant distance while being idle, ending up at its home
network where connectivity is provided by (H)eNB 2. The UE,
during the entire movement phase, remains connected to the
originally selected PDN-GW, even at its home network where
another L-GW option offers better access. To overcome such
a problem, this paper proposes mechanisms that assist UE de-
vices to always establish PDN connections to the same APN via
a suitable PDN-GW. Current PDN-GW selection mechanisms
may associate UE devices with a suitable PDN-GW based on
users’ geographical/topological proximity to the network and/
or load of gateways.

The process of reestablishing a PDN connection to the same
APN may be either handled by the UE after receiving a notifi-
cation from the network or enforced by the network itself via
simply disconnecting the PDN connection based on certain op-
timization policies. In the former case, particularly in the case

Packet Data Network
N
A 5

Evolved Packet
Core Network

d LP-GW1
% LS-GW1
eNB

1 Handoff ?NB %7

PDN Connection 1

Fig.5. Setting up new IP sessions via optimal PDN connections to a particular
APN while old IP sessions (to the same APN using the old PDN connection)
are not compromised.

of a UE in idle mode, the UE may be notified during a tracking
area update (TAU) procedure [3], [20]. In the latter case, the
UE requests the network for the establishment of a new PDN
connection according to one of the following solutions [20].

e Option 1: Periodically after a configurable time period;
with the main issue being the increased signaling of sta-
tionary UE devices without any gain for the operator.

e Option 2: Upon TAU; i.e., whenever the UE changes
tracking area ensuring that the UE has actually moved
away from the original location.

e Option 3: Upon indication from the network based
on global topology knowledge and resource availability,
which may be provided as a part of idle-mode mo-
bility procedures or with a special cause for the PDN
disconnection.

Intuitively, depending on the application and service type,
these procedures may have some impact on user experience as
extra delay in the connection setup may be incurred.

As for UE devices in active mode, triggering L-GW selection
for the accommodation of new IP sessions is a more compli-
cated, yet a highly important procedure. A simple example that
demonstrates this concept is illustrated in Fig. 5, whereby a UE
that performs a handover to eNB2 establishes a PDN connec-
tion via the optimal LP-GW 2 to initiate new IP sessions to the
same PDN/APN, while maintaining ongoing sessions (to the
same APN) constant using the old PDN connection. Although
in this example the proposed solution is elaborated for a UE
under a handover scenario where another optimal PDN-GW
(from the geographical proximity point of view) becomes avail-
able, it is also possible to apply the same solution for UE
devices that remain camping in the same cell. In such a case, the
purpose is to optimize PDN-GW association considering con-
gestion, i.e., if the current PDN-GW becomes highly loaded,
or optimize the overall network load balancing distributing the
IP sessions of UE devices toward less loaded PDN-GWs.

While the need for PDN-GW reselection is clear for opti-
mization reasons, an open issue yet remains regarding the way
of establishing a new PDN connection, while also keeping the
old ones uncompromised. Depending on the node that initiates
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the establishment of new PDN connections, we envision the
following methods.

¢ MME-initiated: whereby MMEs check the efficiency
status of PDN-GW and its resource availability consid-
ering network and gateway load information and/or UE
mobility prediction during the handover process. Once
another more suitable PDN-GW becomes available, the
used MME indicates via the existing handover signaling
that for new IP sessions to a particular APN, the UE should
consider requesting for a new PDN connection. Such an
indication can be in the form of a flag or can explicitly
indicate the IP address of the best PDN-GW to use, e.g.,
as a part of the TAU procedure.

e UE-initiated: whereby a UE queries the associated MME
either when the UE sets up a new IP session to an APN
with which it has an ongoing PDN connection, upon a
number of handovers/topological distance from the current
P-GW, or once a UE enters a new tracking area. Compared
with the MME-initiated approach, this solution needs extra
regulations since UE devices may easily generate unnec-
essary queries to the MME.

* PDN-GW initiated: whereby the serving PDN-GW sim-
ply rejects potential requests for any new IP sessions or
notifies a selected set of UE devices to establish new
PDN connections with other PDN-GWs when the current
PDN-GW is suboptimal. Rejecting established IP sessions
can be done via a new error message once the serving
PDN-GW realizes by filtering traffic per IP flow/session
that a UE has better serving PDN-GW options. Such an
approach assumes that serving PDN-GWs have knowledge
of a set of neighboring PDN-GWs and their load status.
Notifying UE devices to change PDN-GW is performed
under certain circumstances, e.g., when the serving PDN-
GW load exceeds a certain threshold. It can be performed
by introducing a specific message using S5/8 and S11
interfaces, or by a flag in either data packets or in existing
signaling messages between PDN-GWs and UE devices
(e.g., protocol configuration options [18]).

It should be noted that the MME-initiated solution and the
UE-initiated solution require certain modifications for allow-
ing multiple PDN connections to the same APN through the
same access type, but only minimal extensions of the standard
signaling interfaces, i.e., a new indicator (flag) between UE
and MME. In contrast, the PDN-GW-initiated solution signifi-
cantly increases the PDN-GW complexity and related standard-
ization efforts, introducing also some minor modifications to
UE devices.

Finally, to support the establishment of a new (most suitable)
PDN connection for new IP sessions, UE devices need the
ability to bind new IP sessions (when they are established)
to a specific PDN connection or PDN-GW. A straightforward
solution for such binding would be a mapping based on the
destination IP address of the peer, application type, and protocol
type. This way, a UE always knows which IP flow/session uses
a particular PDN connection. When all IP flows/sessions asso-
ciated with a particular PDN connection are finished, the UE
can trigger the release of the corresponding PDN connection.

IEEE SYSTEMS JOURNAL, VOL. 9, NO. 2, JUNE 2015

2DL/5UL

Home Network

Handoff

Y UE

Fig. 6. DL/UL potential paths for an offloaded traffic after handoff.

For this purpose, a timer-based solution can be adopted, which
simply tears down a PDN connection when no packets are sent
for some time.

IV. PERFORMANCE EVALUATION

Here, we evaluate the proposed solutions and highlight their
technical benefits considering first a quantitative analysis of
the DNS-based traffic offload handling mechanisms and then
a simulation study that elaborates the local PDN-GW selec-
tion and relocation considering the QoS impact and resource
utilization.

A. Evaluating Service Continuity for the Proposed
SIPTO Approach

This section quantitatively analyzes the performance of the
proposed DNS-based SIPTO approaches with respect to service
continuity support considering the UL and downlink (DL) po-
tential paths, as illustrated in Fig. 6. In particular, three can-
didate paths are identified for DL traffic, namely, 1DL-3DL,
and five possible paths are identified for UL traffic, namely,
1UL-5UL.

In case of IP flow filters, the UL SIPTO breakout point is
located at the target (H)eNB using 1UL, as depicted in Fig. 6,
without the option of service continuity support in case of
handover. Similarly, the DNS-based Simple Source NATing so-
lution cannot support service continuity since the correspondent
peer will, upon a handover, receive the associated UE traffic
with a different source IP address, namely, the UE’s global IP
address. Service continuity for ongoing SIPTO traffic can be
supported only if the breakout point for ongoing connections
remains constant at the L-GW of the source (H)eNB, which
shall act as a data anchor point.

In such a case, traffic may traverse the core network before
reaching the new location of the UE; hence, some further func-
tionality is needed at selected network elements. For instance,
paths that transverse the S-GW (e.g., 2UL in Fig. 6) require
some extra functionality at S-GW to distinguish SIPTO from
non-SIPTO traffic, break it out, and route it to the L-GW at the
source (H)eNB. Directly connecting the L-GWs at the source
and target (H)eNBs, by supporting data forwarding over the X2
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TABLE 1
COMPARISON AMONG THE DNS-BASED SIPTO TRAFFIC HANDLING VARIANTS
Single APN Multiple APN
IP flow filter | ono-based _ . , , , DNS-based
Simple NATing | Twice NATing IP-in-IP Tunneling
System complexity & | High Low Moderate Moderate Low
cost
Transparency to UE Yes Yes Yes Transparent to appli- | Transparent to appli-
cation layer but net- | cation layer but net-
work layer involved work layer involved
Service continuity | No No Yes Yes Yes
support
Changes to DNS reso- | None SIPTO flag SIPTO flag & Dest- | SIPTO flag & L-GW | SIPTO flag or APN
lution NAT address
Flushing of DNS | No impact Requires DNS cache | Caching not possi- | Requires DNS cache | No impact
caching at UE flush upon (H)eNB | ble (unless IPv6/IPv4 | flush upon (H)eNB
change NAPT supported) change
Packet inspection pro- | Yes Yes Yes Yes No
cessing
Further issues - - IP address space of | - APN priorization
LP-GW
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interface as shown in the 2DL/SUL path in Fig. 6, is an efficient
solution but may need certain (H)eNB/L-GW enhancements,
which are outside the scope of this paper.

In case of the Twice-NATing solution, service continuity of
SIPTO traffic is performed allowing the DL and UL traffic
to follow paths 1DL or 3DL and 2UL or 3UL, as shown in
Fig. 6, respectively. Considering the UL, path 3UL can be easily
established since it merely requires the Twice-NATing func-
tionality in the L-GW to intercept packets sent to the DestNAT
address. However, the use of the alternative path 2UL requires
some extra functionality in the S-GW in order to detect traffic
targeted to the L-GW based on the DestNAT address range.
Considering the DL, path 3DL follows the conventional stan-
dardized path, whereas the optimized 1DL requires further
functionality alternations at the S-GW.

In the Simple-Tunneling-based solution, the IP address of the
L-GW, used for the IP-in-IP tunnel, is routable within the oper-
ator network toward the source (H)eNB, and therefore, service
continuity of SIPTO traffic can be supported by enforcing the
DL and UL traffic to follow paths IDL or 3DL and 2UL or
3UL, as shown in Fig. 6, respectively. In the UL, path 3UL can
be easily established as this merely requires the support of the
Simple Tunneling functionality in the L-GW, which needs to
terminate the tunnel and route the traffic toward the destination.
Path 2UL requires some extra functionality in the S-GW to
detect traffic targeted to the L-GW based on the L-GW address
range, whereas the DL path 3DL follows the conventional stan-
dardized path. Again, the optimized 1DL path is also supported
but requires additional S-GW functionalities.

In the multiple-APN UE-oriented solution, service conti-
nuity for SIPTO traffic is supported as the standard mobility
procedures ensure that the PDN connections are maintained
during handover. The DL and UL traffic follow paths 1DL and
2UL, as shown in Fig. 6, respectively. It should be noted that
unlike the other schemes, the multiple-APN approach avoids
cashing problems related with DNS results and peer addressing
in the service continuation process. A summary of qualitative
comparisons among all introduced solutions is presented in
Table 1.

g@ UE  UE

UE

10.0Mb, 100ms UE
R1
1.0Mb, 20ms 1.0Mb, 20ms

ot [

10.0Mb, 10ms

10.0Mb, 150ms

10.0Mb, 10ms

S &

————>
Handoff

Fig. 7. Considered network topology.

B. Performance Evaluation of the L-GW Selection

Having described the details of our proposed L-GW selec-
tion mechanism, we now direct our focus to evaluating its
performance via a simulation-based study using the Network
Simulator 2 (NS2) [19]. We performed a series of simulations
comparing our approach and the conventional one, which does
not consider any parameters to enhance the efficiency of L-GW
selection. The detailed criterion for the efficiency of an L-GW
is defined by an operator policy, but typically, it may be derived
from geographical proximity of a gateway (to the UE) or load.
The focus, in the following, concerns only active UE devices.

The conducted simulations were run over the topology de-
picted in Fig. 7 for 900 s, which is a duration long enough to
ensure that the system has reached its stable state. The network
topology was simulated with care so that the selected simu-
lation parameters would have no impact on the fundamental
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Fig. 8. Impact of the number of UE devices and the degree of mobility on the
end-to-end latencies for the classical approach.

observations made about the proposed approach. The simula-
tions focus on the abilities of our mechanism to reduce packets’
latencies while reducing the risk of packet drops. We simulate
a variable number of active UE devices, within the range
of 50-200 UE devices, being uniformly distributed around a
surface of 20 x 20 km?. All simulated UE devices are moving
over the coverage areas of eNB1 and eNB2, changing their
point of attachment to the network once the signal of another
eNB becomes stronger than that of the source eNB. We use
a random waypoint mobility model, where each mobile node
selects a random destination and moves with a random speed,
with a maximum speed limit equal to 20 m/s. At the beginning
of the simulation, each UE initiates a Voice-over-IP session,
starting between the interval of [0:100] seconds, using the
ITU-T G.726 codec with a constant bit rate equal to 16 Kb/s.
Upon moving to a new cell, UE devices also initiate new IP
sessions that share the same characteristics as described above.

To truly assess the effectiveness of the proposed approach,
we consider different degrees of mobility. A particular degree
of mobility P means that each UE has probability P to be mo-
bile, following the waypoint mobility model, described above.
Otherwise, it is static.

We considered two metrics to evaluate the efficiency of
the proposed mechanism: the average end-to-end delay of the
different sessions and the perceived users’ quality, which is
measured using the E-model [28]. It is worth noting that packet
loss caused by the conventional and proposed approach is
similar, since the same amount of data is transmitted in both
cases. Thus, the main factor considered for the evaluation of
the perceived quality is the delay impairment factor I [28].

Fig. 8 demonstrates that the conventional/classical approach,
which uses the old PDN-GW for the new IP sessions, experi-
ences increased latencies compared with the proposed approach
in Fig. 10. Indeed, with the conventional/classical approach, UE
devices do not consider nearby PDN-GWs when establishing
new IP sessions. Instead, they establish their new IP sessions
via the old gateway, which increases the end-to-end delays as
longer paths are considered. This degrades the mean opinion
score (MOS), as illustrated in Fig. 9. The average quality
deteriorates even further as the number of UE devices increases,
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Proposed approach

End to end delay (2)

Degree of mobility

Nurnber of UEs

Fig. 10. Impact of the number of UE devices and the degree of mobility on
the end-to-end latencies for the proposed approach.

because of congestion, and as the terminal mobility increases
due to enhanced latency. Thus, Fig. 9 shows that many users
are unsatisfied (i.e., MOS below 3.6) as the number of users be-
comes greater than 130 and the degree of user mobility becomes
greater than 0.6, which is a value that represents relatively
high mobility. In contrast, by exploiting local PDN-GWs to
accommodate new IP sessions, which consists the proposed
approach, better paths are always selected, thus guaranteeing
shorter delays. In fact, this is shown in Fig. 10, in where the end-
to-end delay remains approximately stable independent of user
mobility, in contrast to the conventional/classical approach (see
Fig. 8). As the delay remains approximately stable for variable
degree of mobility, the proposed approach may accommodate
a larger number of users before degrading the session quality.
Indeed, the average MOS remains higher than 3.85, as shown in
Fig. 11, which reflects that a majority of users are satisfied. For
the worse cases, the proposed approach presents an improve-
ment of about 11.8%.

It is also shown in Figs. 8 and 10 that the latencies signifi-
cantly increase when the number of UE devices exceeds 150.
This is principally due to buffering at the intermediate nodes,
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Fig. 11.  Impact of the number of UE devices and the degree of mobility on
the MOS for the proposed approach.

as 150 terminals induce more traffic than the one typically
expected within the proposed topology. We can clearly see that
the latencies increase faster in the case of the conventional
approach than in the case of the proposed approach. This is
also confirmed when there is no mobility as both schemes
exhibit similar performance. In the case of the conventional
scheme, the degree of mobility severely impacts the end-to-
end latencies, whereas in our approach, the mobility does not
have a serious impact on the system performance in terms
of connection setup latency. In fact, when using the proposed
approach, the system always selects the best gateways, which
significantly decreases the average delay for each flow. It shall
be recalled that this good performance is obtained for new IP
sessions without disrupting the service of already-established
applications via the old PDN-GW.

It is also shown in Figs. 8 and 10 that the latencies signifi-
cantly increase when the number of UE devices exceeds 150.
This is principally due to buffering at the intermediate nodes,
as 150 terminals induce more traffic than the one typically
expected within the proposed topology. We can clearly see that
the latencies increase faster in the case of the conventional
approach than in the case of the proposed approach. This is
also confirmed when there is no mobility as both schemes
exhibit similar performance. In the case of the conventional
scheme, the degree of mobility severely impacts the end-to-
end latencies, whereas in our approach, the mobility does not
have a serious impact on the system performance in terms
of connection setup latency. In fact, when using the proposed
approach, the system always selects the best gateways, which
significantly decreases the average delay for each flow. It shall
be recalled that this good performance is obtained for new IP
sessions without disrupting the service of already-established
applications via the old PDN-GW.

V. CONCLUSION

In this paper, we have proposed solutions addressing the
increased data traffic in 3GPP networks. We have proposed a set
of DNS-based solutions for providing flexible and fine-grained

traffic offload control, considering UE devices supporting only
a single PDN connection and UE devices supporting multiple
concurrent PDN connections. The service continuity support of
SIPTO traffic during handover is achieved by enforcing both
DL and UL traffic to traverse the L-GW at the (H)eNB, which
anchors the IP flow/connection. For UE devices supporting
only a single PDP Context/PDN connection, service continuity
for SIPTO traffic can be supported either with no additional
complexity in the core network (when the traffic tunneled to the
PDN-GW and then routed to the local GW based on normal
IP routing) or with little additional complexity in the S-GW
(when the traffic is directly routed to the L-GW by the S-GW)
through either Twice-NATing or Simple Tunneling. For UE
devices supporting multiple PDN connections, an operator can
simply control the traffic offload based on DNS replies that
indicate to the UE which PDN connection to use for a particular
IP flow/connection. For this, UE devices require minimal extra
functionality but could also be involved in the decision process.
Service continuity for SIPTO traffic is also supported in this
solution based on the standard handover support.

When the offload is not possible or not desirable, we have
proposed to maintain an always-best path selection between the
mobile terminals or UE devices and their corresponding anchor
gateways. Adequate methods were devised for UE devices in
ECM-idle mode and those in ECM-connected mode. In the
latter case, we compared three methods that trigger a UE to first
establish a new and more suitable PDN connection before creat-
ing new IP sessions, without compromising the old IP sessions.
The suitability of a PDN connection may be defined by an op-
erator policy, but typically, it may be derived from geographical
proximity of a gateway to a UE or load. Admittedly, the devised
methods involve some additional complexity at different core
network nodes (depending on the solution). However, the ben-
efits for operators, verified through simulations, clearly justify
the required enhancements. While the main motivation behind
this work consists in supporting the decentralization of future
mobile operator networks and the envisioned traffic offload
strategies, the devised solutions can also assist in energy saving
and efficient load balancing. Tailoring our proposed methods to
such objectives forms the future directions of our research work
in this area. Future research directions involve the consideration
of further user-centric metrics in the process of selecting the
best PDN connection based on user mobility history statistics
and user activity.
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