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Abstract—Bandwidth is an extremely valuable and scarce re-
source in mobile networks; therefore, efficient mobility-aware
bandwidth reservation is necessary to support multimedia appli-
cations (e.g., video streaming) that require quality of service (QoS).
In this paper, we propose a distributed bandwidth reservation
scheme called the mobility-prediction-aware bandwidth reserva-
tion (MPBR) scheme. The objective of MPBR is to reduce handoff
call dropping rate and maintain acceptable new call blocking
rate while providing efficient bandwidth utilization. MPBR con-
sists of 1) a handoff time estimation (HTE) scheme that aims to
estimate the time windows when a user will perform handoffs
along the path to his destination, 2) an available bandwidth esti-
mation (ABE) scheme that aims to estimate in advance available
bandwidth, during the computed time windows in the cells to be
traversed by the user to his destination, and 3) an efficient call
admission control (ECaC) scheme that aims to control bandwidth
allocation in the network cells. The simulation results show that
MPBR outperforms existing schemes in terms of reducing handoff
call dropping rate.

Index Terms—Admission control, available bandwidth esti-
mation (ABE), bandwidth reservation, handoff prioritization,
handoff time estimation (HTE), mobile networks, quality of
service (QoS).

I. INTRODUCTION

A PPLICATIONS, such as video streaming, Internet Pro-
tocol (IP) television, and voice over IP, are increasingly

prevalent over telecommunication networks; thus, it becomes
important to provide the QoS required by these applications
to ensure an acceptable user satisfaction. The growth of these
applications is due to the fact that new technologies, such as
Worldwide Interoperability for Microwave Access and Third-
Generation Partnership Project accesses, could offer anytime
and anywhere access to mobile users [4]–[9]. However, these
applications may experience performance degradation due to
the intrinsic characteristics of users’ mobility.

In mobile networks, QoS provisioning can be achieved by en-
suring sufficient network resources (e.g., bandwidth) to mobile
users during their movement and handoff operations [4]. Thus,
at the start of a call, we need to be able to estimate/predict the
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times when handoffs will occur along the path to destination
[5]. Furthermore, call admission control (CAC), at the level of
each cell toward the destination, is needed to decide whether to
accept a call into the corresponding cell [4], [6]–[8]. The objec-
tive is to accept as many calls as possible without degrading the
QoS of ongoing calls; in particular, a new call request should be
rejected if its acceptance, into a cell, will force the termination
of an ongoing call handing off to this cell [8], [10], [11].
Therefore, a scheme capable of reducing handoff call dropping
rate (ideally to zero) while maintaining an acceptable new call
blocking rate and ensuring efficient bandwidth utilization is
needed. In this paper, we propose an approach, called mobility-
prediction-aware bandwidth reservation (MPBR), that provides
QoS to mobile users while maintaining efficient bandwidth
utilization. MPBR consists of three schemes: 1) a handoff time
estimation (HTE) scheme, 2) an available bandwidth estima-
tion (ABE) scheme, and 3) an efficient CAC (ECaC) scheme
called ECaC.

HTE allows estimating the time windows when a user will
perform handoffs along his movement path to his destination; it
extends our proposed scheme, called HTEMOD [5], to improve
estimation accuracy. Indeed, HTE estimates the time windows
when the user arrives in each cell, along the path to the destina-
tion, and when he leaves the cell; we assume that the path of a
user is known in advance (e.g., the schemes in [9] and [10] can
be used to predict the path for a given user); in [9] and [10], user
equipment (UE) embeds technology, such as GPS, that samples
user coordinates of places visited by the user, along with the
day and the time of the visits; however, the GPS network and
user’s call network are distinct. In this way, the GPS operation
is not prior to the call setup. In this vein, it shall be noted
that for mobile users with energy consumption constraints,
some energy-aware settings can be envisioned in a way that the
proposed solution is automatically disabled when the batteries
of their devices go below a certain threshold. Furthermore, if
the proposed solution is efficiently used for users without much
constraint in energy consumption, the optimization and savings
achieved in the network resources can be used to accommodate
more mobile users with energy consumption constraints. More
specifically, HTE uses the physics of traffic flows as a basis
for designing probability distributions of traffic variables. HTE
formulates specific assumptions on the physics of traffic flow to
make the problem tractable while keeping it realistic. It derives
analytical expressions for the probability distribution functions
(pdfs) of travel times between two arbitrary locations l1 and l2
of the path to destination (i.e., a link/portion of path); this link
may be the path portion from user’s current location to his next
handoff point (i.e., the location at which he enters his next cell).
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Indeed, during the HTE process, the coordinates of handoff
points, along the path of the user under consideration (i.e., for
whom handoff times are estimated), are estimated based on
historical data of the coordinates of handoff points together
with related information (e.g., time of the day and type of the
day); thus, a probabilistic/learning-based scheme (e.g., [45],
[46]) can be used to perform such an estimation. Notice that
the travel time is the sum of the stopping times and the travel
times on the road segments forming the link; a road segment
refers to a road portion between two adjacent intersections or
between an intersection and a handoff point. HTE first derives
the pdf of travel times on the road segment, without considering
the stopping times, making use of traffic flow conditions and
current driving behavior on the road segment. To take into
account the stopping times, HTE derives the stopping time
function, making use of the stopping times of previous users
or the previous stopping times of the user under consideration.
Then, HTE sums the two functions to obtain the pdf of travel
times, including stopping times, on the road segment. Finally,
HTE derives the pdf of travel times on the link (i.e., between
two locations), formed by all the road segments along this link,
making use of the linearity of the convolution to convolve the
pdf of travel times on each road segment forming the link.
Thus, having the pdf of travel times of the link, HTE derives
the cumulative distribution function (cdf) of travel times on the
link. To set the desired level of accuracy, we use the inverse
function of the cdf of travel times on the link to compute the
lower and upper bound values of travel time on the link (i.e.,
travel time to reach the handoff point).

ABE allows estimating in advance (e.g., 30 min) the available
bandwidth in a cluster of cells (e.g., a cluster of cells that will be
visited by a set of users whose paths to destinations are known
in advance); this cluster of cells represents the sequence of cells
that were visited by the user in question throughout the trip.
More specifically, taking into account the estimated handoff
time windows of ongoing calls of mobile users (computed by
HTE), ABE determines, at a given time in the future, the set of
calls in each cell of interest (e.g., cells that will be traversed by a
new call) and thus computes the available bandwidth in the cell.

ECaC allows controlling bandwidth allocation in the network
cells. More specifically, taking into account the estimated/
predicted available bandwidth in cells of interest (computed by
ABE), ECaC accepts a new call request only if the estimated
available bandwidth, in each cell that will be traversed by the
new call, is sufficient to support the call when transiting the
cell. Otherwise, the new call request is placed on hold if ECaC
determines that the call can be accommodated soon in the
future (e.g., in T seconds); if T , exceeds a predefined threshold
(e.g., waiting time acceptable for this type of calls), the call is
rejected.

To the best of the author’s knowledge, the proposed approach
(MPBR) is the first to consider estimating/predicting available
bandwidth in cells to be traversed by new calls of mobile users
to provide QoS support in mobile networks. MPBR consider-
ably increases the probability of providing acceptable QoS to
mobile users, in opposition to existing approaches that decide
to accept/reject a new call based only on available bandwidth in
the source cell; if one of the subsequent cells traversed by the

call of a mobile user is congested, the call will be then simply
dropped. In this paper, we do not take into account energy
consumption of user equipment; indeed, we do believe that
energy consumption is not an important constraint for vehicles
and the impact on their batteries is expected to be negligible.
For users using smartphones on board vehicles, they can always
consider charging them while being on the move. This is not
to mention all recent findings about increasing battery lifetime
(e.g., in [12]–[14]).

The remainder of this paper is organized as follows.
Section II presents related work. Section III presents a descrip-
tion of the HTE scheme, the ABE scheme, and the ECaC scheme.
Section IV evaluates, via simulations, the proposed MPBR.
Finally, Section V concludes this paper.

II. RELATED WORK

The schemes proposed in [1], [2], [8], [11], and [15]–[20]
decide to accept a new call or are not based on the behavior/state
of the source cell and are usually simpler to implement but
not efficient [4]. On the other hand, predictive mobile-oriented
schemes [3], [6], [20]–[25] are based on the behavior/profile
of mobile users and usually suffer from scalability issues,
high computation and/or implementation complexity, signaling
overhead, and unrealistic assumptions [4]. Vassilya and Isik [4]
classified CAC and bandwidth reservation schemes based on
various parameters, such as the number of cells where call
admission is performed (e.g., a single cell, usually the source
cell, for nondistributed schemes [2], [3], [15], [21]–[23], [25]–
[28] and two or more cells for distributed schemes [1], [20])
and the way handoff requests are handled (e.g., nonprioritized
or prioritized handoff). Nonprioritized handoff CAC schemes
[29] do not differentiate between handoff calls and new calls;
the main disadvantage of these schemes is that the forced
termination probability of ongoing calls (i.e., a call moving to a
congested cell is terminated/dropped) is relatively higher than it
is normally anticipated. Prioritized handoff CAC schemes [1]–
[3], [6], [8], [16], [20], [21], [23]–[28], [30] give handoff calls
precedence over new calls (i.e., reject a new call to accommo-
date a handoff call); many attempts were made to address the
issue of prioritized handoff CAC by making use of user mobil-
ity prediction (i.e., predictive mobile-oriented and prioritized
handoff CAC schemes [3], [6], [20], [21], [23]–[25]). Thus,
CAC and bandwidth reservation schemes, in mobile networks,
that better satisfy bandwidth requirements of users from source
to destination are those that are predictive and distributed, and
support prioritized handoff [4]. They can be realized only if the
dynamics of every user, such as the user’s path to destination
and his arrival/departure times in/from each cell in the path,
are known in advance [31]. Having this knowledge in advance
is not possible in realistic scenarios [4]; thus, a solution is
to estimate/predict, as accurately as possible, the mobility of
users and accordingly perform bandwidth allocation. More
specifically, the solution should allow for 1) path prediction (list
of cells to be traversed by the user from source to destination),
2) HTE (times of the user’s entry/exit into/from each cell in the
path, 3) bandwidth estimation (bandwidth available in each cell
during the user presence at the cell along the movement path),
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and (4) CAC (a call is accepted only if it can be accommodated
by each cell along the entire path).

Many CAC and bandwidth reservation schemes have been
proposed in the literature. In the following, we briefly overview
some representative schemes [1]–[3] that are most related to
our proposed approach. In these schemes, a handoff call is
admitted if there is enough available bandwidth in the new cell;
otherwise, it is dropped. However, the main question is how
the available bandwidth is estimated and how handoff calls
are prioritized relative to new calls. For example, Yao et al.
[1] proposed a CAC and bandwidth reservation scheme that is
cell oriented and distributed, and supports prioritized handoff.
The current available bandwidth is estimated by making use
of historical available bandwidth data. Indeed, by mapping
the average value of historical bandwidth observations, the
scheme estimates the available bandwidth in each cell of the
network. Thus, a new call is accepted if the estimated available
bandwidth is sufficient to accommodate the call, along the
path to destination (it is assumed that the path is known in
advance); otherwise, it is blocked. The main limitation of this
scheme is that using historical network bandwidth observations
(cell behavior/state) does not provide an accurate estimation
of available bandwidth compared with using individual users’
behaviors. Wee-Seng and Hyong [3] proposed a CAC and
bandwidth reservation scheme that is predictive mobile ori-
ented and nondistributed, and supports prioritized handoff. It
reserves a certain amount of bandwidth, in the next cell, for
handoff calls. The amount of reserved bandwidth is based
on the estimation of the users’ handoff times. The estimation
procedure makes use of the pdf of the time taken by previous
users to transit each road segment to the next cell. Thus, a
new call will be accepted if the available bandwidth minus
the reservation target is sufficient to accommodate the call in
the current cell; otherwise, it is blocked. This scheme suffers
from two key limitations: 1) The choice of the population to
compute the probability may degrade the accuracy of predicted
handoff times; indeed, the prediction error increases with the
time period between the time the previous user left the next cell
and the time of estimation, for the current user, is performed;
and 2) the CAC is performed for only the source cell; even if
a new call is accepted, it may be dropped in subsequent cells
(if one is congested) to destination. Wu et al. [2] proposed a
CAC and bandwidth reservation scheme which is cell oriented
and distributed, and supports prioritized handoff. It is based
on a threshold value computed by a fuzzy inference system
(FIS) to prioritize handoff calls; it uses the load and the ratio
of high-speed users in the next cell as input variables of FIS.
By considering predefined FIS rules, they determine an output
value (0 ≤ value ≤ 1) called admission threshold parameter
(TP). A new call is accepted if 1) the available bandwidth is
sufficient to accommodate the call in the source cell, and 2) the
TP value of the source cell is bigger than the rate of new calls
in the cell. Otherwise, they apply an equal probability method
to accept or block the new call request. Similar to the scheme in
[3], the CAC proposed in [2] is performed for only the source
cell. Furthermore, it uses current information in the next cell
to determine TP; unfortunately, TP may not be valid when the
user arrives in the next cell.

In conclusion, we summarize the limitations of existing
bandwidth management schemes in mobile networks as fol-
lows: 1) They rely on the current behavior/state of the network
cells [1], [31] to make their admission control decisions (this
is not sufficient to support calls from source to destination
since the state of a cell may change from the time the call of
mobile user is accepted to his arrival time in the cell toward
destination); 2) the schemes that make use of prediction tech-
niques either require additional equipment [20], [27], generate a
significant traffic overhead in terms of mobility data exchanges
between users and network backbone [32], do not consider stop
duration and traffic lights [3], [20], [27], [31]–[34], make use
of old road traffic data [3], [34] or rely only on historical data
about previous users [3]; 3) their admission control procedures
are limited to the next cell [2], [3], [20], [26], [27] (the other
cells in the path to destination are not considered); and/or 4) they
rely only on historical network bandwidth observations [1].

In this paper, we propose a scheme, to process call requests,
that incorporates solutions to the aforementioned limitations. In
this paper, we use path prediction schemes proposed in [9] and
[10]; indeed, our proposed scheme assumes the knowledge of
the path from source to destination to process a call request.
Thus, the key challenging issue we need to resolve is HTE;
such estimation will allow to compute, with some accuracy,
entry/exit times into/from cells along the path from source to
destination, and this will help in computing available bandwidth
and deciding to accept/reject calls.

III. PREDICTIVE MOBILE-ORIENTED BANDWIDTH

RESERVATION SCHEME

Here, we present the details of the MPBR scheme. More
specifically, we present the details of 1) the HTE scheme that
estimates the time windows when a user will perform handoffs
along his movement path to destination, 2) the ABE scheme
that estimates the available bandwidth in advance in a cluster
of cells using the estimated handoff times, and 3) the ECaC
scheme that controls, given the estimated available bandwidth
computed by ABE, bandwidth allocation. Table I shows the
list of symbols/variables that are used to describe the proposed
scheme.

A. Handoff Time Estimation

1) Traffic Flow and Queuing Models:
Assumptions: We assume that the road topology consists

of several roads and intersections. We refer to the road portion
between two road intersections or between a road intersection
and a handoff point as a road segment, and identify each
segment using a location pair (a, b) where (a → b �=→ a). We
refer to the intersection of a road and the border of a cell as a
handoff point. We assume that a road intersection is represented
by a node; each node is identified by a node ID that is related to
its geographic coordinates (i.e., latitude and longitude). Based
on the geographic coordinates, we build an oriented graph
that represents the road topology for the proposed system; this
graph may get downloaded by the entity that performs mobility
prediction schemes.
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TABLE I
SUMMARY OF NOTATIONS

In the same way, the user’s predicted path, which is an
ordered list of road intersections that were visited by the user
throughout the trip, can be downloaded by the entity that
performs MPBR schemes. In traffic flow theory, it is common
to model a vehicular flow as a continuum and represent it
with macroscopic variables of flow f(t) (veh/s), density d(t)
(veh/m), and velocity v(t) (m/s). The definition of a flow gives
the following relation between these three variables:

f(t) = d(t)× v(t). (1)

Thus, we assume that the state of traffic flow is fully charac-
terized by the density d; the expression of d(t) is as follows:

d(t) =
n(t)

l
(2)

where n(t) and l denote the number of users in the road segment
at time instant t and the length of the road segment, respectively.
We also make the following assumptions on the dynamics of
traffic flow.

Multilane road segments: In this model, we do not take into
account lane changes, passing or merging. For a road segment
with several lanes, we assume that there is one queue per lane
with its own dynamics. The parameters of the road network and
the level of congestion may be different on each lane (e.g.,
to model turning movements) or equal (to limit the number
of parameters of the model). In the numerical implementation
presented in this paper, we consider that all lanes have different
queue lengths and model the different phases of traffic signals.

Model for differences in driving behavior: In this paper,
driving behavior is based on the velocity model proposed
in [35]; indeed, driving behavior is a cycle of acceleration,
maintaining of a constant velocity, deceleration and, finally,

Fig. 1. (a) Simplified driving behavior cycle and (b) length of road segment
portion associated to each phase of the driving behavior cycle.

TABLE II
TRAFFIC LIGHT CYCLE

stopping. The free flow velocity is not the same for all users.
Fig. 1 shows a simplified driving behavior cycle and the length
of road segment portion associated to each phase of the cycle. In
Fig. 1(a), the periods [t0 : t1], [t1 : t2], and [t2 : t3] represent the
acceleration phase, the constant velocity phase, and the decel-
eration (i.e., negative value of acceleration) phase, respectively.

Stationarity of traffic: During each estimation interval, the
parameters of the traffic light cycles (i.e., the time of color
i is denoted qI , and the overall cycle time is denoted C) are
constant (see Table II). In the case of lack of traffic lights, we
apply the first-come–first-serve approach.

Road Segment Traffic Dynamics: In road networks, traffic
is driven by the formation and the dissipation of queues at
intersections. The dynamics of queues are characterized by
shocks, which are formed at the interface of traffic flows with
different densities. We define three discrete traffic conditions:
free flowing, undersaturated, and congested; they represent dif-
ferent dynamics of the arterial link depending on the absence or
the length of a queue at intersections. To determine these traffic
conditions, we define d1 and d2 as the boundary density values
between 1) free-flowing conditions (d(t) ≤ d1) for which a user
maintains more or less the same velocity and does not interact
with other users; in this case, there is no queue; 2) under-
saturated conditions (d1 < d(t) < d2) for which users have the
same velocity over a short queue; in this case, the queue fully
dissipates with the end of stopping time (e.g., within the green
time); and 3) congested conditions (d(t) ≥ d2) for which the
density of users forces them to slow down and thus have the
same velocity over a long queue; in this case, there is a part of
the queue that corresponds to vehicles which must stop multiple
times before going through the intersection. Notice that our
objective is to estimate the travel time on a link making use
of pdf. Thus, depending on the traffic condition, we define the
expression of the travel time on a road segment.

Free-flowing and undersaturated conditions: In this case,
users do not stop multiple times before going through the inter-
section. Thus, for each road segment, each user performs
only one driving behavior cycle. However, users do not ex-
perience the same stopping time, depending on the presence
(respectively, the absence) of a queue at intersection. Indeed,
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in the free-flowing condition, there is no queue, whereas in the
undersaturated condition, there exists a short queue. For this
reason, we first define the same travel time expression on a road
segment for both conditions and then define a stopping time
expression at the end of this road segment (i.e., intersection) for
each condition.

Travel time on a road segment: The physical expression of
velocity at time ti is given by

v(ti) = σ × (ti − ti−1) + v(ti−1) (3)

where σ and (ti − ti−1) denote the acceleration/deceleration
(depending on the movement) and the minimum time gran-
ularity, respectively. Based on (3) and the simplified driving
behavior cycle shown in Fig. 1, we derive the expression of
travel time of acceleration phase Δta and deceleration phase
Δtd as follows:

Δta =
vm
a

and Δtd =
vm
d

(4)

where a, d, and vm denote the acceleration, the deceleration,
and the velocity during the constant velocity phase, respec-
tively. It is possible that road segments do not have the same
lengths. Thus, we need to know the travel distance of constant
velocity phase lc, which is given by

lc = ls − (la + la) (5)

where ls denotes the length of the road segment, and la and
ld denote the travel distance during the acceleration and decel-
eration phases, respectively. The expressions of la and ld are
derived from the integrand of the velocity function [see (3)] and
is given by

la =
(
a/2 × (Δta)

2
)

ld =
(
d/2 × (Δtd)

2
)
+ (vm ×Δtd). (6)

Using (5), the expression of travel time of a constant velocity
phase Δtc is as follows:

Δtc =
lc
vm

. (7)

Finally, we sum the travel time of each phase of the driving
behavior cycle to obtain the travel time on the road segment
without stopping time. Its expression is given by

Δt = Δta +Δtc +Δtd. (8)

Stopping time expression in the free-flowing condition: We
define two stopping cases, i.e., traffic light case and stop sign
case. In the case of a stop sign, we derive the expression of
stopping time Δd as follows:

Δd =

i∑
ω=1

ωΔdω

i∑
ω=1

ω

(9)

where i and Δdω denote the number of stops already ex-
perienced by the user in the same condition during the cur-
rent movement and its stopping time at the ωth stop sign,
respectively. Notice that ω is used as a weight for Δdω; this
mechanism allows giving more importance to the more recent
stopping time. In the case of a traffic light, the stopping time
depends on the time at which the user reaches the traffic light
position; let ts be this time. Using data shown in Table II, we
derive the expression of the remaining time of color i when the
user reaches the position of traffic light as follows:

r = qi

⎡
⎣(ts mod C)−

i−1∑
f=1

qf

⎤
⎦ . (10)

If color i requires a stop, the stopping time Δd = r; otherwise,
Δd = 0. Thus, Δd is defined as follows:

Δd =

{
0, if non stop
r, if stop is required.

(11)

Stopping time expression in the undersaturated condition:
We also define the expression of stopping time in the case of
a traffic light or a stop sign due to the presence of queue as
follows:

Δd = m×ΔD (12)

where m and ΔD denote the length of the front queue and
the average stopping time of the considered stopping position,
respectively. Using (8), (9), (11), and (12) (depending on the
condition and the case), we derive the travel time on road
segment with stopping time as follows:

ΔT = Δt+Δd. (13)

Congested condition: In this condition, users stop multiple
times before going through the intersection. Thus, for each road
segment, each user performs several driving behavior cycles.
Therefore, it is not possible to know the total number of cycles
performed by a user. In addition, users have the same velocity
over a long queue. Thus, for these two reasons, we do not
estimate travel times based on the cycles. Due to the length of
the queue, we do not estimate stopping times; they are included
in the travel times of the road segment. Indeed, the expression
of travel time on a road segment is derived from the arrival time
ta and the exit time te. It is simply given by

ΔT = te − ta. (14)

2) Databases: To implement HTE, we assume that the UE
maintains two main databases.

1) Data of driving behavior (DDB): It stores the essential
information about the user’s driving behavior required
for making estimations; indeed, when the user’s velocity
exceeds a predefined value, HTE assumes that the user
is in motion; in this case, the user’s driving behavior
characteristics are measured and stored in DDB every
ΔT ′ (e.g., 1 s); an entry/record in DDB contains time
t, acceleration a, velocity s, and road segment ID that



2566 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 64, NO. 6, JUNE 2015

represents the user location at time t and moving at
acceleration a and velocity s.

2) Data of stopping times (DST): This stores the required
information about the stopping times experienced by a
user; an entry/record in DST contains time t, stopping
time d, and road segment ID that represents the user stop
location at time t during stopping time d.

We also assume for each user request, the availability of
the user’s predicted path to his destination (i.e., sequence of
road segments from current location to destination); a path to a
destination is formed by a set of roads segments η = (S1, . . . ,
Sn). The path prediction scheme reported in [9] and [10] can be
used to compute, upon receiving a user request, the path from
source to destination of the user.

To maintain DDB and DST, HTE requires information about
the geographic areas covered by the network and equipment
to record the user’s driving behavior. Thus, we assume the
following.

1) UE maintains a database, called navigation map (NM),
that stores the road topology; an entry/record in NM
consists of first intersection ID1, second intersection ID2,
velocity v, road segment ID, and the length l of the road
segment ID formed by the location pair (intersection ID1,
intersection ID2) where the velocity limit is v.

2) UE embeds a GPS, a stopwatch, and an accelerometer;
indeed, at regular epoch ΔT ′, the GPS samples the user’s
current location, the stopwatch samples his stopping
times, and the accelerometer samples his acceleration and
his velocity, together with the timestamp.

Due to the stochastic nature of the radio coverage envi-
ronment, the network maintains a database called handoff
point location (HPL); whenever the geographic coordinates
(lat, lon) of location of a handoff point HID changes in the
specific weather condition w at time t and day d, the six-tuple
(HID, t, d, w, lat, lon) is stored in the database HPL. indeed,
based on the data in HPL filtered using the current weather
condition, the current time, and the current day, we compute the
probability of each coordinate of the handoff point HID location
and select the biggest as the coordinate of the handoff point HID
location.

To limit the size of data of driving behavior (DDB) and
DST, they are deleted when the user reaches the destina-
tion. MPBR may require some storage space and process-
ing power for collecting and processing data at UE. While
this would intuitively incur some additional cost, new gen-
eration UEs are manufactured with large storage space and
sophisticated processing power. For example, in our simulation
of mobility prediction, the PLT file requires only 2.82 MB
to maintain two months of GPS trace collection. Recent mobile
devices (e.g., Samsung Galaxy) can use XML or TXT files
(instead of database management system); these types of files
do not require large storage space. Indeed, for a mobile device
of 16 GB of storage space, MPBR will use only 0.002% of this
storage space that can be seen negligible.

3) Probability Distribution of Travel Times and Estimation
of Time Windows: To estimate handoff time windows for a
given user from source to destination, in addition to the user’s

predicted path, NM, DDB, and DST, HTE requires information
about the density of navigation zones of interest (e.g., average
number of users on a road segment). This information can
be provided by a network component that has access to the
database storing information about users and their locations at
any time; the network component can compute, making use
of (2), and transmit density information of navigation zones
of interest, to HTE; this will consume a small amount of
bandwidth (i.e., few bytes per transmission), which is generally
negligible in the context of broadband wireless networks. The
output of HTE, in return of a given user request, is an n-tuple

Ω =
〈(
tl1, t

u
1 , c1

)
,
(
tl2, t

u
2 , c2

)
, . . . ,

(
tln, t

u
n, cn

)〉
where tli and tui denote the lower and upper bound values of the
estimated time when the user will reach cell Ci, and C1, . . . , Cn

represent the cells the user is predicted to traverse toward the
destination.

We first propose estimating the pdf of road segment transit/
travel times by mobile users. The transit time, by a user
traveling on road segment S toward the destination, is mainly
impacted by traffic flow conditions (i.e., density) on S. Thus,
we define three density-aware probability populations.

1) Population in the free flow condition: These are the times
to transit S by the user under consideration; these times
are computed based on the user’s driving behavior (i.e.,
acceleration, deceleration, constant velocity and stopping
times) on the road segments already transited, in the
same traffic flow condition, just before entering S. HTE
makes use of (8)–(11) and (13). Indeed, (8) is derived
using (4)–(7). Based on the last values of acceleration,
deceleration, and constant velocity of users stored in
database DDB, we compute travel time during these
three phases, using (4); then, using the constant velocity
stored in database DDB and travel distance during the
constant phase, we compute travel time during this phase
using (7). Notice that travel distance during the constant
phase is derived using (5), where travel distance during
the acceleration and deceleration phases are computed
using (6) and the last values of acceleration, deceleration,
and constant velocity of users stored in database DDB.
Equations (4) and (6) derive from the physical law of
movement. To compute stopping times, (9) makes use of
database DST, whereas (11) uses (10), where we assume
that traffic light cycles are known a priori. Arrival time ts
is the median of the cdf of travel times Fl1, l2(·), which
is defined in the following. The expression of ts is as
follows:

ts = F−1
l1, l2

(0.5) (15)

where l1 and l2 denote the current location and the traffic
light location, respectively.

2) Population in the undersaturated condition: These are
the times to transit S by users who are currently on S;
these times are computed based on the driving behaviors,
of these users, on S, or the last adjacent road segments
just before entering S. HTE uses (8), (12), and (13).
Equation (8) is used in the same way as the free flow
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condition. For (12), AD is computed based on database
DST, whereas m is assumed known a priori. m may
be determined by a central location controller where all
locations of users, on the adjacent road segment of the
junction, are stored.

3) Population in the congested condition: These are the
times to transit S by users who have already transited
S and are currently located on adjacent road segments
toward their destinations. Indeed, based on arrival times
and exit times of users stored in database DDB, HTE
computes travel times by making use of (14).

Thus, depending on the traffic flow condition, HTE deter-
mines the probability population. Let ns denote this population
and nΔTi

s denote the fraction of ns who transit S with ΔTi as
transit/travel time. Along the road segment S the transit/travel
time ΔT is a random variable with distribution p. We derive
the probability distribution pS of transit/travel times of road
segment S as follows:

ps(ΔTi) =
nΔTi

S

nS
. (16)

To derive the pdf of travel times on a link (i.e., between two
locations l1 and l2), pl1, l2 , we use the following fact: If X and
Y are two independent random variables with respective pdf fX
and fY , then the pdf fZ of the random variable Z = X + Y
is given by the convolution product of fX and fY , which is
denoted by fZ(Z) = (fX ∗ fY )(Z) and defined as

fz(Z) =

∫
R

fX(t)fY (Z − t) dt.

This classical result in probability is derived by computing the
conditional pdf of Z, given X, and then integrating over the
values of X according to the total probability law. Thus,
the expression of the pdf of transit/travel times of link (l1, l2)
pl1, l2 is given as

pl1, l2(ΔT ) =

(
m∏
i=1

psi

)
(ΔT ) (17)

where m denotes the number of road segments Si forming the
link (l1, l2). Using (17), we derive the cdf of transit/travel times
of link (l1, l2) Fl1, l2(·) as follows:

Fl1, l2(ΔT ′) =
∑

pl1, l2(ΔT ≤ ΔT ′) (18)

Our goal is to estimate the time windows when a user will
perform handoffs along his movement path to his destination.
Therefore, for each handoff point hk along the path to the
destination of the user in question, we define the cdf on link
(lc, hk) (i.e., between the current location lc and the handoff
point hk) of transit/travel times by mobile users Flc, hk

(·).
To set the desired level of accuracy, we select two values of
probabilities δL and δU that determine the lower bound Δtlhk

and upper bound Δtuhk
of transit/travel time on link ((lc, hk).

The expressions of Δtlhk
and Δtuhk

are derived from the inverse
function of the cdf of travel times on the link Flc, hk

(·) and
given by

∀ δu, δl ∈ [0;1]F−1
lc,hk

(1−δl)=Δtlhk
;F−1

lc,hk
(δu)=Δtuhk

. (19)

We obtain the lower bound tlk and upper bound tuk of the
estimated time when the user will reach the handoff point hk

as follows:

tlk = t0 +Δtlhk
and tuk = t0 +Δtuhk

(20)

where t0 denotes the initial time of the estimation.

B. Available Bandwidth Estimation

The objective of ABE is to estimate available bandwidth in
cells, at a given time in the future, assuming prior knowledge
about all the incoming/outgoing handoffs that will occur within
a limited time into the future in these cells.

Here, we describe the details of ABE and explain how the
n-tuple Ω predictions, computed by HTE (see Section III-A)
are used. We make use of both incoming and outgoing handoff
predictions to achieve more efficient tradeoffs between handoff
call dropping rate and new call blocking rate. We assume that a
user may initiate several calls with different durations.

1) System Model: Similar to [25], we do not consider delay-
insensitive calls that can tolerate long handoff delays and soft
handoffs in code-division multiple-access systems, in which
a mobile user can simultaneously connect with two or more
cells. In our model, we only consider calls that require fixed
bandwidth guarantees. We follow the common assumption of
existing reservation schemes that each cell j has a fixed capacity
of BWcj [3], [25]. Given the bandwidth demand of individual
calls, the cell performs admission control to ensure that the total
demand of all active calls does not exceed BWcj .

2) Databases: We make the following two assumptions.
a) The network maintains a database, called user call data

(UCD), which records data about users’ calls. An entry/
record in UCD contains bandwidth b, time t, call duration
d, call ID, and user that represents the user who makes
the call ID at time t during call duration d and required
bandwidth b. To limit the size of UCD, each entry/record
in UCD is deleted when the call is completed.

b) Prior knowledge of the time windows when a user will
perform handoffs along the predicted path to a destination
Ω = 〈(tl1, tu1 , c1), . . . , (tlj , tuj , cj), . . . , (tln, tun, cn)〉.

3) Description: To estimate available bandwidth in ad-
vance, ABE makes use of UCD and Ω. More specifically, taking
into account the estimated handoff time windows of users Ω
(computed by HTE), ABE determines, at a given time Tk in
the future, the set of ongoing calls in each cell of interest (e.g.,
cells C = {c1, . . . , cj , . . . , cn} that will be traversed by the user
while making the new call) and thus computes the available
bandwidth in the cell. Indeed, we compute the available band-
width in each cell in C at Tk ∈ [T0, Tz], where [T0, Tz] denotes
the estimation time interval, and Tk = T0 + kΔt, with k ∈ N ,
Δt denoting the time unit of estimation, and index z denoting
the number of time units within time interval [T0, Tz].

Let U = {u1, . . . , ui, . . . , um} denote the list of users who
are expected to transit at least one of the cells in C. U is
obtained using the n-tuple predictions Ω of all users in a prede-
fined navigation zone. Thus, at Tk, based on the characteristics
of calls (e.g., duration from UCD) of ui ∈ U , we compute
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TABLE III
MATRIX OF PASSIVE ALLOCATED BANDWIDTH

TABLE IV
MATRIX OF ESTIMATED AVAILABLE BANDWIDTH

the amount of passive allocated bandwidth pbwi, Tk

alloc (i.e., the
amount of bandwidth to be reserved to user ui at Tk to prevent
his calls from being dropped). Its expression is given by

pbwi,Tk

alloc =

q∑
l=1

pbwi, Tk

alloc, l (21)

where q is the number of calls of ui that are expected to be
ongoing at Tk, and pbwi, Tk

alloc, l is the amount of passive allocated
bandwidth to call l at Tk. Using (21), we compute the amount of
passive allocated bandwidth of each element of U at each time
Tk; then, we derive the matrix of passive allocated bandwidth
at time Tk within time period [T0, Tz] (see Table III). Using
Ω of each user ui ∈ U , we compute, for each user ui, his
transit time in each cell in C that it is expected to traverse.
Indeed, for cell cj ∈ C, we consider tlj of (tlj , t

u
j , cj) as the

arrival time taj at cj and tuj+1 of (tlj+1, t
u
j+1, cj+1) (i.e., the

next cell to be visited after cell cj) as the departure time tdj
from cj . With respect to the last cell, in C, to be visited by
a user ui, we compute only his tan. Thus, we obtain the time
interval each user ui ∈ U will spend in each cell cj ∈ C : Soj =
{. . . , (taj , tdj , cj), . . . , (tan, cn)}.

Using Soj and the matrix of passive allocated bandwidth (see
Table III), we compute the estimated available bandwidth in
each cell cj ∈ C at Tk as follows:

PBWcj ,Tk
ava = BWcj −

g∑
i−1

pbwi,Tk

alloc (22)

where g denotes the number of users ui ∈ U who are expected
to be located in cell cj at Tk. Using (22), we compute the matrix
of estimated available bandwidth (see Table IV).

C. Call Admission Control

To better understand the logic leading to the ECaC, we raise
the following question: Suppose we have perfect knowledge
about bandwidth available in a cluster of cells that will be
traversed by a new call within a limited time in the future: What
needs to be done in case of lack of bandwidth in certain cells
of the cluster to accommodate this new call, and how much
bandwidth should be reserved in each cell of the cluster to
prevent any of the handoff calls from being dropped?

We assume that ECaC uses the same system model
as ABE.

1) Databases: We assume first that the network maintains
a database, called earlier completed call data (ECCD), which
records data about earlier completed calls; an entry/record in
ECCD contains call ID, bandwidth b, time t1, time t2, cell ID,
and date d. The call is initiated with b as allocated bandwidth
and completes in cell ID, at d, at t1, whereas it was estimated/
predicted to complete at t2 (t2 > t1). The entry/record in
ECCD is extracted from UCD before its deletion; indeed, when
an entry/record in UCD is completed before its expected time
(defined as t of UCD + d of UCD), it is extracted from UCD
(before its deletion) and inserted into ECCD. To limit the size
of ECCD, each entry/record in ECCD is deleted after one week.
Second, we assume prior knowledge of the time windows when
the user will perform handoffs along the predicted path to a
destination Δ = 〈(tl1, tu1 , c1), . . . , (tlj , tuj , cj), . . . , (tln, tun, cn)〉
(computed by HTE). Finally, we assume prior knowledge
of the matrix of estimated available bandwidth (computed
by ABE).

2) Description: ECaC uses ECCD, Ω, and the matrix of
estimated available bandwidth (see Table IV) to manage the
bandwidth allocation in the cells along the path to the destina-
tion of the user in question. To prioritize handoff calls over new
calls, each cell reserves some bandwidth that can only be used
by handoff calls. This reservation takes into account the users’
transit and arrival time in each cell and his required bandwidth
at this arrival time. Specifically, a new call request is accepted
if the available bandwidth after its acceptance is sufficient to
accommodate handoff calls when they enter into the cell. Let
nc be a new call initiated by user u, Cu = {c1, . . . cj , . . . , cw}
the list of cells to be traversed by the user u to destination, Ωu =
〈(tl1, tu1 , c1), . . . , (tlj , tuj , cj), . . . , (tlw, tuw, cw)〉 the handoff time
windows of the user u along the path to destination, and Soju =
〈. . . , (taj , tdj , cj), . . . , (taw, cw)〉 the time intervals the user u will
spend in each cell along the path to destination. The new call
nc is accepted when available bandwidth PBWcj ,Tk

ava (i.e., the
amount of bandwidth that should not be reserved or used in
cell cj ∈ Cu at Tk ∈ [taj , t

b
j ]) is bigger than or equal to the

bandwidth BWreq required by nc, during the time interval
[taj , t

d
j ]; otherwise, it may be blocked. For the sake of better

understanding, let us consider the example shown in Fig. 2. In
this example, the new call should be blocked due to insufficient
bandwidth in Cell 2. However, it may happen that bandwidth
be sufficient in the cells, along the path, after the cell without
sufficient bandwidth, called critical cell (e.g., cell 2 in Fig. 2).
Indeed, if the new call starts in cell 3 it will be accepted. ECaC
defines the concept of best instant to start (BIS) as the time the
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Fig. 2. User’s required bandwidth and estimated available bandwidth along
the user’s path to destination.

user has to wait before successfully starting a new call. The
expression of BIS is given by

BIS = taj − T0 (23)

where T0 denotes the time of the call request, and taj (e.g., ta3 in
Fig. 2) the time when the user is expected to enter cell cj (e.g.,
cell 3 in Fig. 2). To avoid long delays, BIS should be shorter
than a predefined delay threshold BISt according to the call
type, e.g., if the new call requires an immediate connection,
BISt is set to zero. In the following, “current user” and “user
in question” (i.e., user who makes the new call request) are
interchangeably used, referring to the same user.

To limit new call blocking rate that may be caused due to
errors in estimation/prediction, ECaC introduces the concept
of catching of prediction errors (CPE) in critical cells. CPE is
applied when BIS exceeds BISt. CPE is computed as the sum
of the following measurements.

1) The average of released bandwidth per call for calls
that complete earlier than expected (CPE1): The released
bandwidth corresponds to the bandwidth passively re-
served between the actual completion and the estimated
completion.

2) The sum of reserved bandwidth for handoff calls that are
late according to their estimated arrival time and to the
arrival time of current user (CPE2): The reserved band-
width corresponds to the bandwidth reserved passively
between the estimated arrival time and the actual arrival
time.

3) The sum of allocated bandwidth to ongoing calls that
leave the cell earlier than their estimated exit time and the
arrival time of current user (CPE3): The allocated band-
width corresponds to the bandwidth allocated between the
actual exit time and the estimated exit time.

Indeed, when a new call cannot be accepted due to a critical
cell, ECaC checks whether its BIS is shorter than or equal to
its BISt. If yes, the new call is accepted and the bandwidth
reservation process starts after BIS time; otherwise, ECaC
checks whether the sum of the estimated values of released
bandwidth (i.e., CPE1 + CPE2 + CPE3) is bigger than or equal
to the required bandwidth of the new call BWreq. If yes, the

Fig. 3. Operation of ECaC to accept or block a new call request.

new call is accepted; otherwise, the new call is blocked. Fig. 3
shows the operation of ECaC in processing a new call request.

To compute CPE1, we use the database ECCD that records
data about earlier completed calls. Let Lw be the list of entries/
records in ECCD, where: 1) the cell ID is equal to the cell ID
of the critical cell; 2) the average (t2 − t1) per call is longer
than or equal to the time interval the current user will spend in
the critical cell; and 3) the earlier call has the same type of day
(e.g., weekend or weekdays) as the new call. The expression of
CPE1 is defined as follows:

CPE1 =

nw∑
l=1

bwl
alloc

nw
(24)

where bwl
alloc is the amount of allocated bandwidth to call l in

Lw, and nw is the cardinality of Lw.
CPE1 computation is based on one-week historical data;

each entry in ECCD is deleted after one week from insertion.
CPE1can be easily computed using the following SQL query:

“Select AVG(b) from ECCD where cell ID = cri-
tical cell ID and type_day(d) = type_day(current day)
and [select AVG(t2 − t1) from ECCD where cellID =
critical cell ID and type_day(d)=type_day(current day)]
≥ (tdj − taj )”.

To compute CPE2 and CPE3, we use the database UCD that
records data about ongoing calls. The list of users required
to compute CPE2 is obtained based on the maximum average
velocity per road segment of users who are expected to enter
the critical cell before the current user, whereas the list of
users required to compute CPE3 is obtained by making use of
the minimum average velocity per road segment of users who
are currently located in the critical cell and expected to exit
after the current user reaches the critical cell. The maximum
average and minimum average velocities of users are extracted
from the database DDB. Thus, ECaC computes the minimum
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Fig. 4. “Arrive late” and “exit earlier” users.

(respectively, maximum) travel time, which is defined as [(dis-
tance to the critical cell border/maximum (respectively, min-
imum) average velocity) + current time], to reach the critical
cell (respectively, cell to be visited after the critical cell) border.
Let cj ∈ Cu be a critical cell with respect to the current user u,
(taj , t

d
j , cj) be the user’s estimated time window when the user

will transit cell cj , (tlj , t
u
j , cj) (where tuj < taj ) be the estimated

time window when user g will enter cell cj , and (tlf , t
u
f , cf )

(where taj < tlf ) be the estimated time windows when user h
will handoff from cell cj to cell cf . User g (respectively, h) is
said to “arrive late” (respectively, “exit earlier”) when his min-
imum (respectively, maximum) travel time tj, g (respectively,
tf,h) to reach the border of critical cell cj is bigger (respec-
tively, smaller) than taj . In other words, user g (respectively, h)
cannot reach (respectively, exit), with maximum (respectively,
minimum) average velocity, the critical cell cj before (respec-
tively, after) the estimated arrival time of user u (see Fig. 4).

In the following, we refer to the reserved bandwidth for an
incoming call or the allocated bandwidth to an outgoing call as
required bandwidth.

Let Lg (respectively, Lh) be the list of “arrive late” (respec-
tively, “exit earlier”) users. These lists are extracted from the set
of users who are expected to be located in the critical cell during
the transit time, [taj , t

d
j ] of current user in this critical cell. To

compute these lists, we use Ω of all users in U (i.e., users who
are expected to transit at least one of the cells in C); then, based
on their maximum average or minimum average velocities, we
identify the users of each list (Lg or Lh). The expression of
CPE2 and CPE3 are defined as follows:

CPE2 =

ng∑
g=1

bwg
req and CPE3 =

nh∑
h=1

bwh
req (25)

where bwg
req is the total amount of required bandwidth for calls

of user g in list Lg , ng is the cardinality of Lg , bwh
req is the

total required bandwidth for calls of user h in list Lh, and nh

is the cardinality of Lh. For each user x in Lg or Lh, the total
amount of required bandwidth in the critical cell is recorded in
the database UCD; let L be the list of entries/records in UCD
where the user is equal to x, and t+ d is bigger than taj . The
expression of bwx

req is defined as follows:

bwx
req =

n∑
l=1

bw(l) (26)

where bw(l) is the amount of required bandwidth of call l (i.e.,
value of bandwidth b of the entry/record l in UCD), and n is
the cardinality of L. bwx

req can be easily computed using the
following SQL query:

“Select SUM(b) from UCD where user = x and t+
d > taj ”.

Fig. 5. MPBR processes.

Once a new call is accepted, it is assigned high priority
over upcoming new calls. In each cell cj along the path to
destination, the required bandwidth is reserved during [taj , t

d
j ].

However, the call may lose its high-priority status in case of
HTE errors (i.e., arrival outside the estimated handoff time
windows); therefore, its passive bandwidth reservation is imme-
diately released. Notice that bandwidth reservation is passive,
i.e., the reserved bandwidth may be used by any handoff call;
however, when a high-priority handoff call arrives and the
available bandwidth, i.e., bandwidth that is not used, is not
enough, ECaC drops some low-priority handoff calls to release
bandwidth. When all low-priority handoff calls are dropped and
the available bandwidth is still not enough, the high-priority
handoff call may be dropped. These cases may happen due to
mobility prediction errors.

Fig. 5 shows the architecture of MPBR, including all data-
bases and components, together with their interactions.
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Fig. 6. Cell coverage and traffic light locations.

IV. PERFORMANCE EVALUATION

Here, we evaluate via simulations the performance of MPBR
in terms of 1) handoff time prediction error, 2) new call
blocking rate, 3) handoff call dropping rate; and 4) bandwidth
utilization rate. We compare MPBR against the schemes de-
scribed in [1]–[3], which are referred to as AP1, AP2, and AP3,
respectively. We selected AP1 and AP2 because, to the best of
our knowledge, they represent the most recent work related to
CAC and bandwidth reservation in wireless mobile networking
that outperforms existing approaches (e.g., [6], [16], [20], [21],
and [27]). However, they do not use prediction techniques to
perform call request. Thus, we also selected AP3, which is more
related to MPBR in terms of prediction.

A. Simulation Setup

To evaluate MPBR, we used mobile user traces acquired
from the Generic Mobility Simulation Framework (GMSF)
project [36]. GMSF proposes new vehicular mobility models
that are based on highly detailed road maps from a geographic
information system (GIS) and realistic microscopic behaviors
(car-following and traffic lights management). We developed
programs to process GMSF traces to take into account handoff
events and traffic light cycles. We also changed the selection
process (random in GMSF models) of initial velocity, stopping
time, maximum velocity, acceleration, and deceleration to ob-
tain more realistic traces of users. An entry/record in user trace
database contains user UID, time t, acceleration a, velocity v,
road segment RSID, cell CID, Cartesian coordinates (X and
Y ), and event e that represents the user action (e.g., move, hand-
off, stop or change road segment) at a specific time t, on a par-
ticular location (X and Y ) of road segment RSID in cell CID.

The simulation environment is a 2-D environment: the roads
are arranged in a mesh shape, the cell coverage is formed
by nine blocks (i.e., rectangular area formed by three road
segments per side), and only one on the two ends of a road
segment has a traffic light, as shown in Fig. 6.

The cellular structure can be typically seen in a metropolitan
downtown area. We make the following assumptions for this
2-D environment: 1) Each user has a predefined (predicted)
path; 2) at the beginning of the simulations, each user u ran-
domly chooses acceleration Au (in m/s2) from within [0.1,0.2],
deceleration Du (in m/s2) from within [−0.2, −0.1], stopping
time Su (in seconds) from within [0,5], and maximum velocity
Vmu

(in meters per second) from within [Vmu
− 1, Vmu

+ 1]
[10], [14]; 3) after each stop, the initial velocity is 0; 4) at the

TABLE V
SIMULATION PARAMETERS

intersection of two road segments, a user selects to continue
straight, to turn left, or to turn right according to his predefined
path; 5) on each road segment, a user u reaches a maximum
velocity Vm chosen randomly from within [Vmu

− 1, Vmu
+ 1],

and the user’s acceleration Au and deceleration Du do not vary
during the simulations; 6) the cellular network is composed of
81 cells (i.e., a 9∗9 mesh), and each cell’s diameter is 1200 m;
7) at each stop sign, user u experiences stopping time S
randomly chosen from within [Su − 1, Su + 1]; and 8) a traffic
light signal switches from red (60 s) to orange (5 s) and then to
green (60 s).

Similar to [3], [6], [25], and [26], new call requests are
generated according to a Poisson distribution with rate λ (calls/
second/user). In the simulations, we focus on the improvement
of handoff call dropping rate; thus, similar to [1]–[3], [6], [25],
[26], and [42]–[44], we do not consider call characteristics in
terms of required bit rate; we simply assume that each call
requires a constant amount of bandwidth and receives this
amount of bandwidth when it is accepted. Even in the case of
a variable bit rate (VBR) stream, the call can be simulated, in
a simple manner, as a constant bit rate stream with its bit rate
being set to the highest instantaneous rate of the VBR stream
[42]. The call time is assumed exponentially distributed with a
mean of 300 s. Table V shows the values of the parameters used
in the simulations.

B. Results Analysis

Simulation results are averaged over multiple runs with dif-
ferent pseudorandom number generator seeds. We define four
parameters to evaluate the performance of MPBR.

• Average handoff time prediction error gap (i.e., difference
between real and predicted handoff time instants) per user
denoted by average_error; it is computed as follows:

Average_error =

q∑
u=1

εu

q
(27)

where q denotes the total number of users, and εu is
the average handoff time prediction error gap per handoff
point for each user u.
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Fig. 7. MPBR performance metrics (Rb, Rd, and Rbw) versus BISt variation.

• New call blocking rate denoted by Rb; it is computed as
follows:

Rb =
nb

mb
(28)

where nb denotes the number of new call requests blocked
and mb is the total number of new call requests (i.e.,
accepted and blocked).

• The handoff call dropping rate denoted by Rd is computed
as follows:

Rd =
nd

md
(29)

where nd denotes the number of handoff calls dropped,
and md = mb − nb is the number of call requests
accepted.

• The bandwidth utilization rate denoted by Rbw is com-
puted as follows:

Rbw =
bwalloc

bw
(30)

where bwalloc denotes the average amount of allocated
bandwidth per time unit (Tk − Tk−1), and bw is the overall
cell capacity.

Fig. 7 shows the average rate of new call blocking, the
handoff call dropping, and the bandwidth utilization of MPBR
when varying delay threshold BISt. In this set of simulations,
the call arrival rate λ is set to 0.001 call/s/user, the cell capacity
is set to 300 Mb/s, and the number of users in the simulation
area is 1500. Fig. 7(a) shows that the average rate of new call
blocking is below 0.98%, whereas the average rate of handoff
call dropping is almost null when the value of BISt is set to
0 s. In Fig. 7(a), we observe that, when BISt increases from
0 to 90 s, the average new call blocking rate decreases by 1%
(i.e., [average Rb −at 0 s average Rb at 90 s]). This is expected
since, when BISt increases, the number of successful/accepted
new call requests increases, and thus, the new call blocking rate
decreases. However, we observe that the average handoff call
dropping rate remains constant even when BISt increases; this
means that about 50% of the successful/accepted new call re-
quests, due to BIS concept, have not been dropped. In Fig. 7(b),
we also observe that the average bandwidth utilization rate
increases with BISt. This is also expected since, when BISt in-
creases, the amount of allocated bandwidth increases; thus, the
bandwidth utilization rate increases. We conveniently conclude
that the BIS concept improves the performance of MPBR.

Fig. 8 shows the average new call blocking rate and the
average handoff call dropping rate of MPBR for varying cell

Fig. 8. Impact of CPE on MPBR performance metrics (Rb and Rd) versus cell
capacity variation.

Fig. 9. Average prediction error gap versus number of users.

capacities. In the figure, the MPBR version not integrating the
concept of CPE is referred to as MPBR-out. In this set of
simulations, the call arrival rate λ is set to 0.03 call/s/user, BISt
is randomly chosen from {0, 30, 60, 90} s, and the number of
users in the simulation area is 1500. Fig. 8(a) shows that MPBR
outperforms MPBR-out; indeed, MPBR provides an average of
0.79 per 10 Mb/s, whereas MPBR-out provides an average of
0.86 per 10 Mb/s. The average relative improvement (defined
as [average Rb of variant − average Rb of MPBR]) of MPBR
compared with MPBR-out is about 7% per 10 Mb/s. Fig. 8(b)
shows that MPBR is slightly less efficient than MPBR-out: it
provides an average of 0.008 per 10 Mb/s, whereas MPBR
provides an average of 0.01 per 10 Mb/s; the average relative
improvement (defined as [average Rb of MPBR—average Rb
of variant]) of MPBR-out compared with MPBR is about 0.2%
10 Mb/s, which is negligible. Thus, we conclude that MPBR
provides a reduction of 7% 10 Mb/s of the new call blocking
rate with negligible increase in handoff call dropping rate.

Fig. 9 shows the average prediction error gap [computed by
(27)] of MPBR and AP3 for varying populations of users; AP1
and AP2 are not shown since they do not predict handoff times
of users. We observe that MPBR handily outperforms AP3.
Indeed, the relative improvement of MPBR compared with
AP3 is about 77.1% per 150 users in the free flow condition
(from 150 to 500 users), about 42.9% per 150 users in the
undersaturated condition (from 501 to 1000 users), and about
35.3% per 150 users in the congested condition (from 1001
to 1500 users). Overall, the average relative improvement of
MPBR compared with AP3 is about 54.3% per 150 users. This
can be explained by the fact that MPBR selects the probability
population according to the traffic flow condition; the selection
allows for more accurate computation of the corresponding pdf.
This is in opposition to AP3 that considers all previous users
as the probable population in all cases. Furthermore, MPBR
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Fig. 10. Performance metrics (Rb, Rd, and Rbw) versus cell capacity
variation.

uses the velocity function (in contrast to average velocity in
case of AP3) and takes into account traffic light scheduling
(not the case of AP3). Fig. 9 also shows that AP3 prediction
error decreases when the number of users increases; this can
be explained by the fact that, when the number of users in-
creases, their speeds tend to be equal; thus, prediction based
on the speeds of all previous users provides better performance
(compared with the case of a small number of users). We
also observe that MPBR prediction error increases with the
number of users; this can be explained by the fact that, when the
number of users increases, their stopping times estimation error
increases, and thus, prediction based on the stopping times of
previous users does not provide better performance (compared
with the case of a small number of users).

We also observe that MPBR outperforms HTEMOD. The
relative improvement of MPBR compared with HTEMOD is
about 170 s per 150 users in the free flow condition, about 110 s
per 150 users in the undersaturated condition, and about 80 s
per 150 users in the congested condition. This can be explained
by the fact that 1) HTEMOD does not take into account the
road junctions with traffic light, whereas the HTE of MPBR,
for this type of junctions, defines a function that estimates the
stopping times that a user will spend at each road junction
with traffic light along her/his path to destination; 2) HTEMOD
makes use of predefined values of acceleration and deceleration
to compute the travel time during these phases, whereas HTE of
MPBR computes these travel times based on the last recorded
values of acceleration, maximal speed, and deceleration; and
3) the HTE of MPBR considers the stopping times function in
the pdf of travel time definition in contrast to HTEMOD, which
considers the stopping time as a constant value that is added to
the travel times.

Fig. 10 shows (a) the average new call blocking rate, (b) the
average handoff call dropping rate, and (c) the average band-
width utilization rate for different cell capacities. In this set of
simulations, the call arrival rate λ is set to 0.001 call/s/user, BISt
is randomly chosen from {0, 30, 60, 90} s and the number of
users in the simulation area is 1500. Fig. 10(a) shows that AP3,

AP1, and AP2 outperform MPBR. Indeed, AP3 (slightly more
efficient than AP1 and AP2 in this scenario) provides an aver-
age call blocking rate of 0.0041 per 100 Mb/s, whereas MPBR
provides an average call blocking rate of 0.0063 per 100 Mb/s;
thus, the average relative improvement of AP3 compared with
MPBR is about 0.22% per 100 Mb/s. We observe that, for
the four schemes, the average new call blocking rate decreases
when the cell capacity increases. This is expected since, when
the cell capacity increases, the number of successful/accepted
new call requests increases, and thus, the new call blocking
rate decreases. Fig. 10(b) shows that MPBR outperforms AP1,
AP2, and AP3. For example, MPBR provides an average of
0.009 per 100 Mb/s, whereas AP1 (slightly more efficient than
AP2 and AP3 in this scenario) provides an average handoff
call dropping rate of 0.25 per 100 Mb/s; overall, the average
relative improvement of MPBR compared with AP1 is about
24% per 100 Mb/s. We observe that the average handoff call
dropping rate of AP3, AP1, and AP2 decreases when the
cell capacity increases; this is expected since. when the cell
capacity increases, the number of handoff calls accommodated
in a next cell increases, and thus, the handoff call dropping
rate decreases. Although AP3 uses mobility prediction, it does
not outperform AP1 and AP2 because its prediction is limited
to the next cell while AP1 and AP2 estimate the available
bandwidth, at the time of the call request, along the path to
the destination (they assume a priori knowledge of the desti-
nation). We also observe that the average handoff call dropping
rate of MPBR remains constant even when the cell capacity
increases. This can be explained by the fact that MPBR makes
passive reservation (in advance with good accuracy; see Fig. 9)
along the user path to destination before the acceptance of the
call. Although AP1 uses similar reservation mechanism (i.e.,
reservation along user’s path to destination), it does not make
use of the efficient available bandwidth estimation scheme;
nonetheless, AP1 slightly outperforms AP2 and AP3 in this
scenario [see Fig. 10(b)]. Fig. 10(c) shows that, for the four
schemes, the average bandwidth utilization rate decreases when
the cell capacity increases. This is expected since, when the
cell capacity increases, the amount of available bandwidth
increases, and thus, the bandwidth utilization rate decreases; in-
deed, when the cell capacity increases, the amount of accepted
calls increases, and when these calls are completed, they release
bandwidth that is not immediately used when the call arrival
rate remains constant. In this case, the bandwidth utilization
rate decreases. Fig. 10(c) also shows that AP1, AP2, and AP3
outperform MPBR. AP3 (slightly more efficient than AP1 and
AP2 in this scenario) provides an average bandwidth utilization
rate of 0.94 per 100 Mb/s, whereas MPBR provides an average
bandwidth utilization rate of 0.92 per 100 Mb/s; the average
relative improvement of AP3 compared with MPBR is about
2% per 100 Mb/s, which is negligible.

We conclude that, compared with AP1, AP2, and AP3,
MPBR provides a considerable reduction of 24% per 100 Mb/s
in handoff call dropping rate and a slight increase of 0.22%
per 100 Mb/s in new call blocking rate with similar bandwidth
utilization, irrespective of the network cell capacities. The
0.22% new call blocking rate increase is a small price to pay
for the small handoff call dropping rate.
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Fig. 11. Performance metrics (Rb, Rd, and Rbw) versus call arrival rate
variation.

Fig. 11 shows (a) the average new call blocking rate, (b)
the average handoff call dropping rate, and (c) the average
bandwidth utilization rate for varying call arrival rates. In
this set of simulations, the cell capacity is set to 300 Mb/s,
BISt is chosen from within the set {0, 30, 60, 90} s with
equal probability, and the number of users in the simulation
area remains 1500. Fig. 11(a) shows that AP3, AP1, and AP2
outperform MPBR. Indeed, AP3 (slightly more efficient than
AP1 and AP2 in this scenario) provides an average new call
blocking rate of 0.10 per 0.001 call arrival rate, whereas MPBR
provides an average new call blocking rate of 0.18 per 0.001 call
arrival rate; the average relative improvement of AP3 compared
with MPBR is about 8% per 0.001 call arrival rate. We observe
that, for the four schemes, the average new call blocking rate
increases along with the call arrival rate. This is expected since
when the call arrival rate increases, the number of successful/
accepted new call requests decreases, and thus, the new call
blocking rate increases. Fig. 11(b) shows that MPBR out-
performs AP1, AP2, and AP3; MPBR provides an average
handoff call dropping rate of 0.009 per 0.001 call arrival rate,
whereas AP1 (slightly more efficient than AP2 and AP3 in
this scenario) provides an average handoff call dropping rate
of 0.49 per 0.001 call arrival rate. Overall, the average relative
improvement of MPBR compared with AP1 is about 48% per
0.001 call arrival rate. We observe that the average handoff
call dropping rate of AP1, AP2, and AP3 increases along with
call arrival rate. This is expected since, when the call arrival
rate increases, the number of handoff calls accommodated in
a next cell decreases, and thus, the handoff call dropping rate
increases. Although AP3 uses mobility prediction, it does not
outperform AP1 and AP2 because its prediction is limited to
the next cell, whereas AP1 and AP2 estimate the available
bandwidth, at the time of the call request, along the path to
the destination. We also observe that the average handoff call
dropping rate of MPBR remains constant even when the call
arrival rate increases. This is attributable to the fact that MPBR
makes passive reservation (in advance with good accuracy; see
Fig. 9) along the user path to destination before the acceptance

Fig. 12. MPBR performance metrics (Rb, Rd, and Rbw) versus HTE error
variation.

of the call. Fig. 11(c) shows that, for the four schemes, the
average bandwidth utilization rate increases along with the call
arrival rate. The figure also shows that AP1, AP2, and AP3
outperform MPBR. AP3 (slightly more efficient than AP2 and
AP1 in this scenario) provides an average of 0.99 per 0.001
call arrival rate, whereas MPBR provides an average of 0.98
per 0.001 call arrival rate; the average relative improvement of
AP3 compared with MPBR is about 1% per 0.001 call arrival
rate, which is still negligible. We conclude that, compared with
AP1, AP2, and AP3, MPBR provides a considerable reduction
of 48% per 0.001 call arrival rate in handoff call dropping rate
and an increase of 8% per 0.001 call arrival rate in new call
blocking rate with similar bandwidth utilization irrespective of
call arrival rates. The 8% new call blocking rate increase is a
small price to pay for the small handoff call dropping rate.

Fig. 12 shows the average rate of new call blocking, the
handoff call dropping, and the bandwidth utilization of MPBR
when varying HTE scheme error. In this set of simulations, the
call arrival rate λ is set to 0.03 call/s/user, the cell capacity is
set to 100 Mb/s, and the number of users in the simulation area
is 1500. We observe that, when HTE error exceeds 0.15, the
average handoff call dropping rate begins its increase, whereas
the average new call blocking and bandwidth utilization rates
begin their decrease. This is expected since, when HTE error
increases, the number of successful/accepted new call requests
(respectively, the amount of allocated bandwidth) increases,
and thus, the new call blocking rate (respectively, bandwidth
utilization rate) decreases; when HTE error increases, the num-
ber of handoff calls accommodated in a next cell decreases, and
thus, the handoff call dropping rate increases.

V. CONCLUSION

In this paper, we have proposed a distributed bandwidth
reservation scheme, called MPBR, that ensures QoS to mobile
users while maintaining efficient bandwidth utilization. MPBR
consists of three schemes: 1) an HTE scheme that aims to esti-
mate the time windows when a user will perform handoffs along
his movement path to destination; 2) an available bandwidth
estimation scheme that aims to estimate in advance the available
bandwidth, during the computed time windows, in the cells to
be traversed by the user to destination; and 3) ECaC scheme
that aims to control bandwidth allocation in cells to reduce
handoff call dropping rate while maintaining acceptable new
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call blocking rate. We evaluated, via simulations, MPBR and
compared it against two recent related schemes [1], [2] and one
closely related scheme [3]. The simulation results did show that
MPBR exhibits considerably better handoff call dropping rate
at the price of a slightly high new call blocking rate. MPBR
also ensures efficient bandwidth utilization, irrespective of cell
capacities and call arrival rates.

As future work, we plan to work on a real-life implemen-
tation of MPBR in 3GPP networks. More specifically, we
envision integrating it into the Access Network Node Discovery
Function (ANDSF) node [37]–[39], using a system design
similar to that proposed in [40], and envisioning similar addi-
tional components to ANDSF. Indeed, ANDSF can be used to
1) collect mobility features from UE, using in turn HTE;
2) predict available bandwidth of mobile backhaul along the
predicted trajectory of user using time series as in [41] and ABE
proposed in this paper; and 3) then recommend to the UE the
most suitable rate to be receiving an IP session at or simply
reject the request for the IP session (i.e., enforcing ECaC).
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