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Abstract—Recently, we have observed an explosion in the intellectual capacity of user equipment, coupled by a meteoric rise in the need for very demanding services and applications. The majority of the work leverages edge computing technologies to accomplish the quick deployment of microservices, but disregards their inter-dependencies. In addition, while constructing the microservice deployment approach, several research disregard the significance of system context extraction. The microservice deployment issue (MSD) is stated as a max-min problem by concurrently evaluating the system cost and service quality. This research first analyzes an attention-based microservice representation approach for extracting system context. The attention-modified soft actor-critic method is proposed to the MSD issue. The simulation results reveal the ASAC algorithm’s priorities in terms of average system cost and system reward.

I. INTRODUCTION
The exceptional growth of intelligent devices and the need to pave the way for 5G or beyond 5G communication systems promote a wide variety of high-demanding services and applications, e.g., face recognition, virtual/augmented reality (AR/VR), and 3D games [1]. These applications are resource-hungry, and rapid response is required. To cope with the challenges above, some studies [2]–[5] deploy the services in cloud servers with the benefit of rapid elasticity, on-demand resource pooling, and self-configuration. However, transmitting massive data from devices to the remote cloud center usually produces unpredictable latency and excessive resource consumption. It is crucial to design revolutionary schemes of microservice deployment technologies to address these challenges.

Amount of studies focus on service deployment by utilizing edge computing technology [6] to leverage the computation resources in proximity to data sources, e.g., literatures [7], [8] investigate the optimization strategies of service deployment under cloud-edge architecture to achieve the minimum service completion time. However, the system environment and dependencies between services are ignored. Typically, a service is usually decoupled into multiple microservices with the characteristics of low cost, flexibility, and scalability, to achieve the fast response and dynamic deployment of various services and applications [9]. Generally, the dependency of microservices is modeled by a directed acyclic graph (DAG), reflecting the order in which microservices are executed [10]. The problem with different dependencies of services is that the communication protocols are heterogeneous, i.e., different microservices may be transmitted by various types of channels, resulting in extra execution/response time even for the same microservice deployed in the different locations.

To depict the heterogeneity and dynamics of the environment from the changes in infrastructure conditions (e.g., the waiting queue of service in an edge server) and the services involved (e.g., the topology of service DAG). Other studies focus on the utilization of artificial intelligence (AI) technologies, e.g., deep learning (DL), deep reinforcement learning (DRL), to design the service deployment strategies [11]–[13]. For instance, the literature [13] utilizes a DL method to learn branching/pruning policies for optimizing the service chain implementation. Therefore, it is necessary to abstract the key features of the system context to better represent the inner dependencies between the microservices and pass the information of infrastructure influenced.

In this paper, we investigate an efficient microservice deployment strategy for edge computing, we consider a three-layer UE-Edge-Cloud architecture, the microservices are deployed in any layer according to the optimization model, and the dependencies between microservices are modeled as a DAG. Then an attention mechanism-based microservice representation (AMR) algorithm is carried out to extract system context information. Finally, distinguished from the state-of-the-art, we model the microservice deployment problem (MSD) as a Markov Decision Process (MDP), and the attention-modified soft actor-critic (ASAC) algorithm is proposed to derive the optimal decision making. We summarize the main contributions of this paper as follows:

- We introduce the dependency of microservices as a directed acyclic graph (DAG), making it more practical for deployment, the microservices deployment problem (MSD) is modeled as the NP-hard max-min problem by jointly considering the optimization of overall system cost and the Quality of Service (QoS) of UEs.
- We extract the comprehensive network information using an attention-based microservices representation (AMR)
method. The system context of both infrastructure and microservice features is embedded and concatenated into a meta-chain by a multi-head attention mechanism.

- We model the max-min problem as a Markov decision process (MDP) and propose an attention-modified soft actor-critic algorithm named ASAC to solve the above problem. Simulation results also show the priorities of the proposed algorithms.

The rest of this article is organized as follows: Section II introduces the system model and the optimization problem, the proposed algorithm is derived in Section III and the experimental simulation is conducted in Section IV. Finally, we conclude this paper in Section V.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We introduce the overall three-layer architecture consisting of a cloud data center $C$ in the Cloud Layer, edge servers $K = \{1, 2, ..., k\}$ in the Edge Layer, and mobile users $M = \{1, 2, ..., m\}$ in the UE Layer. Given $M = \{1, 2, ..., m\}$ UE, $S = \{S_1, S_2, ..., S_n\}$ services, each service is represented by a DAG. Denote the service DAG $D_n = \{S_n, E_n\}$, where $S_n = \{s_n^{|i| = 1, 2, ..., I} \}$ is the set of microservice of $S_n$ and $E_n = \{e_n^{ij}|i, j \in \{1, 2, ..., I\}, i \neq j\}$ represents the set of dependencies of microservices, i.e., the precedence relation such that microservice $s_n^i$ is completed before $s_n^j$ starts.

As illustrated in Fig.1, when service $S_1$ consisting of 6 microservices is delivered to a forward-equipment (FE), note that $s_n^2$ cannot start its execution before $s_n^1$ finished, and the database (DB) receives $S_1$ when all the microservices are accomplished. Specifically, we define FE and DB as two virtual nodes $s_n^0$ and $s_n^I$ indicating the entry and exit of service $S_1$, respectively. Each $s_n^i \in S_n$ is associated with the two-tuples $(c_n^i, d_n^i)$, where $c_n^i$ is the required CPU cycles to finish $s_n^i$ and $d_n^i$ denotes the size of input microservice.

![Fig. 1. Illustration of service DAG.](image)

We define a deployment variable $\alpha_{n}^{i,l} = \{0, 1\}$, $l \in \mathcal{I}$, $\mathcal{I} = \{M, K, C\}$, e.g., when $l = k$ means that $s_n^i$ is deployed on edge server $k$, $\alpha_{n}^{i,l} = 1$ means that $s_n^i$ is deployed, 0 is otherwise. We have the following definitions to introduce the time and energy consumption of service execution:

**Definition 1 (Ready Time):** The time that $s_n^i$ has all prerequisites for execution, denoted as $RT_{n}^{i,l}$, $l \in \mathcal{I}$.

**Definition 2 (Finish Time):** The time that $s_n^i$ accomplishes all the workload $c_n^i$, denoted as $FT_{n}^{i,l}$, $l \in \mathcal{I}$.

**Definition 3 (Wireless Receiving Time):** Define $RT_{n}^{i,wt,l}$, $FT_{n}^{i,wt,l}$, $l \in \mathcal{I}$ as the ready time and finish time of $s_n^i$ when receiving the wireless channel from the Edge Layer and Cloud Layer, respectively.

A. UE Layer Execution Model

Assume that each UE has $\sigma^m$ cores with the $c^m$ CPU frequency. Denote $FT_{n}^{i,m}$ as the minimum finish time in UE $m$, then the ready time is $RT_{n}^{i,m} = \max_{m \in \text{pre} | e_n^{i,k}} g_n^{i,m}$, and $g_n^{i,m} = \max\{FT_{n}^{i,m'}, FT_{n}^{i,wr,m'}, FT_{n}^{i,wr,k}, FT_{n}^{i,wr,c}, FT_{n}^{i,m'}\}$, where $\text{pre} | e_n^{i,k}$ is the set of immediate predecessors of $s_n^i$, note that the execution of $s_n^i$ will not start unless all the predecessors have been accomplished. Accordingly, we have the local processing time as $T_n^{i,m} = \frac{\gamma_{n}^{i,m} \sigma_{n}^{m}}{c_{n}^{m}}$. Thus, the finish time of $s_n^i$ at UE Layer is $FT_{n}^{i,m} = RT_{n}^{i,m} + T_n^{i,m}$. The corresponding energy consumption of $s_n^i$ at local execution can be obtained as $\epsilon_n^{i,m} = \kappa_n \gamma_n^{i,m} \sigma_n^{m} (c_n^{m})^2$ [14], where $\kappa_n$ is the coefficient related on chip types. Note that we have $\epsilon_n^{i,m} = \epsilon_{n+1,m}^{i} = 0$ for the FE and DB, respectively.

B. Edge Layer Execution Model

When microservice $s_n^i$ is deployed at an edge server $k$, assume that UE directly sends $s_n^i$ to $k$ via cellular links, denote the transmission time as $T_{n}^{i,w,k} = P_{n}^{i,w,k} / v_{m,k}$, where $v_{m,k}$ is the uplink transmission rate [15]. We set the channel gain as $g_{n,m,k} = -4$ dB power of the distance between UE $m$ and edge server $k$. Thus, the ready time on Edge Layer is $RT_{n}^{i,k} = \max_{m \in \text{pre} | e_n^{i,k}} g_n^{i,k} + T_{n}^{i,w,k}$, and we have $g_{n}^{i,k} = \max\{FT_{n}^{i,m}, FT_{n}^{i,wr,m}, FT_{n}^{i,wr,k}, FT_{n}^{i,wr,c}\}$. Suppose that each edge server equips $\sigma_n^{k}$ cores with the $c_n^{k}$ CPU frequency, and the minimum accomplishment time for all the microservices is denoted as $FT_{n}^{i,k}$. Note that we consider both the edge servers and cloud server can satisfy the demand to potentially perform the concurrent microservices, thus we have $\sigma_n^{k} = \infty$. Therefore, the execution time of $s_n^i$ can be calculated as $T_{n}^{i,k} = \frac{c_n^{i,k}}{\sigma_n^{k}}$. Consequently, the finish time of $s_n^i$ on Edge Layer is $FT_{n}^{i,k} = RT_{n}^{i,k} + T_{n}^{i,k}$. The energy consumption in edge server $k$ is $\epsilon_n^{i,k} = \kappa_n \gamma_n^{i,k} \sigma_n^{k} (c_n^{k})^2$.

C. Cloud Layer Execution Model

If the microservice $s_n^i$ is deployed in the Cloud Layer, similar to the execution on Edge Layer. We consider that the $s_n^i$ is first sent to edge server then delivered to cloud server directly via fiber connections, the data transmission delay can be ignored in this way. Thus, the ready time of $s_n^i$ on Cloud Layer can be regraded as $RT_{n}^{i,C} = FT_{n}^{i,k}$. The CPU capability of the cloud is denoted as $c_n^{C}$, and the execution time of $s_n^i$ is $T_{n}^{i,C} = \frac{c_n^{i,C}}{\sigma_n^{C}}$. Accordingly, the energy consumption in Cloud Layer can be obtained as $\epsilon_n^{i,C} = \kappa_n \gamma_n^{i,C} (c_n^{C})^2$. Therefore, the finish time of $s_n^i$ is presented as $FT_{n}^{i,C} = RT_{n}^{i,C} + T_{n}^{i,C}$. 
Recall that the deployment variable \( \alpha^i_n = \{0, 1\} \), here we define the average cost of time-varying energy (CTE) \( \xi^m \) as:

\[
\xi^m = \omega_t \times (FT^{i+1, l}_n - FT^{i, l}_n) + \omega_e \times E,
\]

(1)

where \( E \) is the total energy consumption of all devices, holding \( \omega_t + \omega_e = 1 \), are the coefficients of execute time and energy consumption, respectively. Besides, we define the microservices deployment fee (MDF) as \( \zeta^i \), \( l \in I \), where \( \zeta^m \gg \zeta^k \gg \zeta^C \). The overall system cost is expressed as:

\[
A = \sum_{i \in m^i_n} \sum_{x \in X} \sum_{v \in S^D} \left( \alpha^i_n \zeta^i + \frac{1}{X} \sum_{x=1}^N \xi^x \right),
\]

(2)

where \( X \subseteq \mathcal{I} \) is the number of the devices executing the microservices.

Define \( \delta = t_{UE- FE} + t_{ms^i_n} \) is the whole time consumption where \( t_{UE- FE} \) is the communication latency between UE and FE, and \( t_{ms^i_n} \) is the serving time which is regarded as \( ms^i_n \) processing time related on the hardware conditions of devices. Furthermore, assume that \( \delta^{max} \) is the maximal tolerant time of the UE with the demand for the delay-sensitive services, and we denote \( q^i_n(x) \) as the indicator function that satisfies the demand of a UE when executing the microservices.

\[
q^i_n(x) = \begin{cases} 
1, & \delta^i_n(x) < \delta^{max} \\
0, & \text{otherwise}
\end{cases}
\]

(3)

Thus, the Quality of Service (QoS) can be obtained as:

\[
B = \sum_{i \in m^i_n} \sum_{x \in X} \sum_{v \in S^D} \alpha^i_n q^i_n(x)
\]

(4)

Finally, the problem of microservices deployment (MSD) can be modeled as the max-min joint optimization problem, which minimizing the overall system cost to promise the QoS of all the UE in the system, shown as follows:

\[
\max_{q} \quad \min_{\alpha} \quad \mathcal{Z}(A, B)
\]

s.t. \( \omega_t + \omega_e = 1 \)

\( \alpha = \{0, 1\} \)

\( \zeta^m \gg \zeta^k \gg \zeta^C \)

\( q^i_n(x) \in \{0, 1\} \)

(5)

Due to the terms \( \alpha^i_n q^i_n(x) \) in the objective (2), the problem can be regarded as a mixed binary integer linearly constrained programming (MBILP). Meanwhile, the objective (4) is a binary integer linearly constrained quadratic programming (LCQP) problem for the presence of the quadratic terms \( \alpha^i_n q^i_n(x) \). A similar problem is proved as \( NP-hard \) [16], thereby making it not feasible to solve it by heuristic algorithm or dynamic programming because of its high computational and spatial complexity and large scale. Thus, we carry out an attention-modified DRL method to solve the aforementioned problem.

III. ATTENTION BASED DEEP REINFORCEMENT LEARNING

This section first introduces the attention-based microservice representation (AMR) layer to extract the system features using a multi-head attention mechanism. Then, a modified DRL algorithm is derived to solve the above joint optimization problem. The implementation process is shown in Fig.2.

A. Attention based Microservice Representation

1) System Features Embedding: We extract the system features from two aspects, i.e., the infrastructure and microservices. The infrastructure feature \( f_x, x \in \mathcal{I} \) is based on the calculation of service and energy overhead, related to the features of user devices, edge servers, and cloud server.

Aiming to learn the embedding of the infrastructure status, we have the embedding \( w_x = \mathbf{H} \cdot f_x \), where the transformation matrix \( \mathbf{H} \) is used to map \( f_x \). Considering the dependencies, we employ the same matrix \( \mathbf{H} \) to map the microservice’s features \( f_y, y \in m^i_n \) (e.g., the size/type of microservice). Similarly, we can obtain the corresponding embedding as \( w_y = \mathbf{H} : f_y \).

2) Microservice Meta-chain Attention: We consider the infrastructure-microservice pair as a structure, and a meta-chain of microservice DAG \( \mathbf{O} \) is defined to obtain the comprehensive representation. The structure attention \( \tau_{xy} \) indicates the importance of microservice to infrastructure embedding on \( \mathbf{O} \). In this way, we can obtain the representation of the infrastructure by integrating the learnable weighted sum of
the neighbouring service as \( \mathbf{w}^O_x = \psi(\sum_{y \in N^O} \mu^O_{xy} \cdot \mathbf{w}_y) \), where \( \mu_{xy} = \text{softmax}(\tau_{xy}) \) indicating the operation of graph structure information injection by using masked attention mechanism. Then, the multi-attention mechanism is utilized to stabilize the learning process [17] by applying \( U \) independent heads to compute the hidden states as follows:

\[
\mathbf{w}^O_x = \psi\left(\frac{1}{U} \sum_{u=1}^{U} \sum_{y \in N^O} \mu^O_{xy} \cdot \mathbf{w}_y\right).
\]

Finally, we have \( U \) groups of chain-specific representations of the infrastructure and microservice embeddings space \( \mathbf{W}^O_x \) and \( \mathbf{W}^O_y \), \( u = \{1, 2, \ldots, U\} \), respectively. Therefore, from the infrastructure perspective, the score function \( \Lambda^O_u \) of service-chain \( \mathbf{O}_u \) is introduced to indicate the importance of the different meta-chain, shown as follows:

\[
\Lambda^O_u = \frac{1}{|U|} \sum_{x \in U} \mathbf{g}^T \cdot \tanh \left( \mathbf{W} \cdot \mathbf{w}^O_u + b \right),
\]

where \( \mathbf{g} \) is attention coefficient vector, \( \mathbf{W} \) is the weight matrix and \( b \) denotes the bias vector.

Taking the learned meta-chain attention as coefficients in system, the final infrastructure (IF) embedding \( \mathbf{W}_x \) and final service (FS) embedding \( \mathbf{W}_y \) can be derived by the aggregation of the service-chain embeddings as:

\[
\begin{align*}
\mathbf{W}_x &= \sum_{u=1}^{U} \omega^O_u \cdot \mathbf{W}^O_x, \quad x \in \mathcal{I} \\
\mathbf{W}_y &= \sum_{u=1}^{U} \omega^O_u \cdot \mathbf{W}^O_y, \quad y \in \mathcal{M}_s,
\end{align*}
\]

where \( \omega^O_u \) is the normalized softmax function \( \Lambda^O_u \).

**B. DRL-based Microservice Deployment Strategy Design**

We consider the deployment policy learning in the continuous action spaces, and an infinite-horizon Markov Decision Process (MDP) is deployed as follows:

**Algorithm 1** ASAC Algorithm

1. Initialize: Infrastructure features \( f_x, x \in \mathcal{I} \);
   Soft Q-function parameters \( \rho_1, \rho_2 \);
   Value function parameters \( \varphi \) and target value network parameters \( \varphi^\tau \);
   Soft policy parameters \( \kappa \).
2. for \( t = 0, 1, 2, \ldots \) do
   3. Obtain the system state \( \{s^t\}_{x,y} \) and action \( \{a^t\}_{x,s} \) by AMR algorithm;
   4. for each episode do
      5. Get system action \( a^t \) according to input system state \( s^t \) in actor network, holding \( a^t \sim \pi_{\kappa}(a^t | s^t) \);
      6. Obtain current reward \( r^t \) and next system state \( s^{t+1} \);
      7. Store the quadruplet into replay memory \( \mathcal{D} \leftarrow \{(s^t, a^t, r^t, s^{t+1})\} \cup \mathcal{D} \);
      8. Randomly sample a batch of \( N \) samples from \( \mathcal{D} \);
   9. end for
10. for each gradient step in batch \( N \) do
   11. Update the soft Q-function parameters \( \rho_1 \) and \( \rho_2 \) according to (11);
   12. Update the soft value function parameters \( \varphi \leftarrow \tau \varphi + (1 - \tau) \varphi^\tau \) according to (12);
   13. Update soft policy parameters \( \kappa \) according to (14);
   14. end for
15. end for

1) **System State:** As aforementioned, we obtain the final representation of infrastructure \( \mathbf{W}_x \) and service embedding \( \mathbf{W}_y \). Here we define the system state vector space with two-tuple \( \mathbf{s}^t = \{s^t_x, s^t_y\} \), where \( s^t_x = (\mathbf{W}^O_x)_{x \in \mathcal{I}} \) and \( s^t_y = (\mathbf{W}^O_y)_{y \in \mathcal{M}_s} \) indicate the system infrastructure state and microservice placement state, respectively.

2) **System Action:** The system decides which microservice is executed in which infrastructure. We define the system action space as \( \mathcal{A}^t = \{a^t_{x,s}\}_{x \in \mathcal{N}}, \forall x, t \in \mathcal{M}_s, l \in \mathcal{I} \).

3) **System Reward:** It is calculated as the weighted sum of current reward \( r \), we formulate the system reward according to the joint optimization objective, expressed as \( R_{\text{S}}(s^t_x, A^t) = \eta_1 A^t + \eta_2 B^t \), where \( A^t = (\alpha^t_n)^t \) is the overall system cost and \( B^t = (\alpha^t_n, t) \) is the QoS, respectively. The coefficients hold\( \eta_1 + \eta_2 = 1 \), and \( A, B \) are both non-negative, the system reward meets \( R^t > 0 \).

By utilizing the SAC mechanism, we consider the stochastic policy by augmenting the cumulative system reward with the expected entropy of the policy over \( \rho_{\tau}(s^t) \) in the finite-horizon scenario. The objective is to find the optimal policy \( \pi^* \) as:

\[
\pi^* = \arg \max_{\pi} \sum_{t=0}^{T} \mathbb{E}_{(s^t, a^t) \sim \pi_{\tau}} \left[ r(s^t, a^t) + \phi \mathcal{H}(\pi(\cdot | s^t)) \right],
\]

where \( \phi > 0 \) is the trade-off coefficient indicating the relative importance of the entropy term against reward, so as to control the stochastic of the optimal deployment policy. \( \mathcal{H}(\pi(\cdot | s^t)) = \mathbb{E}_{a^t \sim \pi}[\log \pi(a^t | s^t)] \) is the policy entropy which measures the uncertainty of the random variable.

**C. Soft Deployment Policy Model**

In the maximum entropy paradigm, policy evaluation and policy improvement alternate in order to learn the optimal maximum entropy policies. With a deterministic deployment policy, we can obtain the soft Q-value starting from any function \( Q \) iteratively with a modified Bellman operator \( \Gamma^\tau \mathcal{Q}(s^t, a^t) = r(s^t, a^t) + \gamma \mathbb{E}_{s^{t+1}, s \sim \pi}[\mathcal{Q}(s^{t+1})] \), where \( \mathcal{Q}(s^t) = \mathbb{E}_{a^t \sim \pi}[\mathcal{Q}(s^t, a^t) - \log \pi(a^t | s^t)] \) is the soft value function.

Accordingly, the entropy-augmented soft returns is obtained as \( r_{\text{sof}}(s^t, a^t) = r(s^t, a^t) + \gamma \mathbb{E}_{s^{t+1}, s \sim \pi}[\mathcal{Q}(s^{t+1})] \) which indicates that the accumulated returns under the system state \( s^t \) obtained by the current deployment policy \( \pi \). The main purpose is to find the new deployment policy \( \pi_{\text{new}} \) which is better than the current \( \pi_{\text{old}} \). Denote \( \pi \in \Pi \) as the set of policies, to obtain the guaranteed deployment policy improvement, we update it by using Kullback-Leibler (KL) divergence, and output the Gaussian distribution as follows:

\[
\pi_{\text{new}}(\cdot | s^t) = \arg \min_{\pi \in \Pi} D_{KL} \left( \pi' (\cdot | s^t) \parallel \frac{\exp(Q_{\text{old}}(s^t))}{Z_{\text{old}}(s^t)} \right),
\]

where \( D_{KL}(\cdot) \) is the KL divergence operation, and the partition function \( Z_{\text{old}}(s^t) \) is used to normalize the distribution.
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Fig. 3. Performance of average system cost under different number of edge servers, UEs and comparison between the proposed ASAC and SAC.

(a) Different edge servers.

(b) Different UEs.

(c) The proposed ASAC and SAC.

Fig. 4. Performance of system reward under different number of edge servers, UEs and comparison between the proposed ASAC and SAC.

D. ASAC Learning Process

To deal with the large continuous domains obtained from the AMR layer, the function approximators for both Q-function and policy are employed by alternating between optimizing both networks with stochastic gradient descent (SGD).

The soft Q-function parameters can be trained by minimizing the soft Bellman residual, shown as follows:

$$\hat{\nabla}_\phi J_Q (\phi) = \nabla Q_\phi (s', a') (Q_\phi (s', a') - r' - \gamma V_\psi (s'))$$  \hspace{1cm} (11)

where the $\psi$, from a target value network $V_\psi$, is used to stabilize the training process by exponentially moving average of the soft Q-function weights. The soft value function $V_\psi (s')$ is trained by minimizing the mean squared error (MSE) with the unbiased estimator as:

$$\nabla_\psi J_V (\psi) = \nabla_\psi V_\psi (s') (V_\psi (s') - Q_\phi (s', a')) + \log \pi_\psi (a' | s') |^2 \right].$$ \hspace{1cm} (12)

In this way, it is observed that the actions are selected according to the current policy, rather than from the replay buffer $D$. Similarly, the policy parameter can be trained by directly minimizing the KL-divergence from (10) as:

$$J_\pi (\pi) = \mathbb{E}_{s \sim D, a \sim \pi} [ \log \pi (a | s) f_\pi (a, s') - Q_\phi (s', f_\pi (a, s'))].$$ \hspace{1cm} (13)

where $\hat{\alpha}$ is an input noise vector, sampled from a fixed spherical Gaussian distribution, holding $f_\pi (\hat{\alpha}, s') = a'$. In this way, we can approximate the gradient as follows:

$$\hat{\nabla}_\psi J_\pi (\pi) = \nabla_\psi \log \pi (a' | s') + \nabla a' f_\pi (\hat{\alpha}, s'))$$ \hspace{1cm} (14)

The process of the proposed ASAC is shown in Algorithm.1. Input the system state $\{s_t\}_{t \times (x,y)}$ and action $\{a_t\}_{t \times S}$, obtained from AMR layer (Line 3), compute the current reward and next system state at each episode (Line 4-9), then update the soft Q-function, value function, and soft policy parameters until convergence (Line 10-14). The complexity is derived hereafter, there are $K$ iterations in the outer loop, and a batch of $N$ samples in one episode in the inner loop, thus the complexity of ASAC is $O(KN)$.

IV. EXPERIMENT

A. Simulation Settings

In this section, we conduct the experimental simulations in the python environment, the main parameter values of computation ability of UE layer $c^m$, edge layer $c^c_k$, and cloud layer $c^C$ are uniformly set as 1.0-1.2GHz, 2.4-2.5GHz and 3.0GHz. The discount rate $\gamma$ is 0.85, the learning rate is $3e-4$, and the batch size is 128. Other parameters of simulations in this work are similar to [15].
B. Simulation Results

We demonstrate the simulation results in terms of the performance of average system cost and the system reward. All the results are obtained by the average values of 20 times.

1) Performance of average system cost: We deploy 20 UEs and 30 microservices in the system for the demonstration. From Fig. 3(a), it is observed that ASAC reaches the maximum average system cost when the number of Edge servers is 10, while the optimal cost occurs when the number is 30. With the increase in the number of Edge servers, the system cost becomes smaller until it converges. This is mainly because fewer edge servers mean less disposable network resources, so as the number of edge servers increases, system cost becomes smaller. Fig. 3(b) shows the average system cost performance with different UEs, 10 edge servers and 30 microservices are deployed in this case. It can be seen that when the number of UE is 10, ASAC has the worst performance in the beginning but achieves the lowest cost in the end, while UE is 30, the performance is the worst. This is because the AMR algorithm occupies many network resources at the beginning of the system representation, and finally, the resources are optimally allocated with the system operation. We deploy 10 edge servers, 20 UEs, and 30 microservices in the following case. Fig. 3(c) shows that the proposed ASAC reduces 5% average system cost compared to the original SAC [18]. The main reason is that ASAC extracts the critical features from the system, accelerating the deployment speed at a lower cost.

2) Performance of system reward: For the same settings as the above demonstration, respectively, we carry out the performance of system reward, shown as Fig. 4. It can be observed that when the edge server is 30, ASAC achieves the best performance in Fig. 4(a), the performance improvement is positively correlated with the number of edge servers while there is a negative correlation with the increase of users in Fig. 4(b). The reason is that when UE is 10, it occupies many network resources, which leads to the high system cost in the beginning, while when UE is 30, the average system cost is over-consumed, resulting in the low QoS for each UE. Fig. 4(c) shows that the priorities of the proposed ASAC outperform the SAC algorithm for almost 30%.

V. CONCLUSION

This paper has investigated the microservice deployment (MSD) problem, formulated as the max-min problem, by jointly considering the overall system cost and the quality of service (QoS). For better extracting the system context, an attention-based microservice representation (AMR) has been carried out, and then the MSD problem has been formulated as a Markov decision process. Moreover, an attention-modified soft actor-critic algorithm (ASAC) has been derived to solve the above problem. The experimental simulation results have shown the superiority of the proposed algorithm.
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