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Abstract—In next generation wireless networks, Internet service
providers (ISPs) are expected to offer services through several
wireless technologies (e.g., WLAN, 3G, WiFi, and WiMAX). Thus,
mobile computers equipped with multiple interfaces will be able
to maintain simultaneous connections with different networks and
increase their data communication rates by aggregating the band-
width available at these networks. To guarantee quality-of-service
(QoS) for these applications, this paper proposes a dynamic QoS
negotiation scheme that allows users to dynamically negotiate the
service levels required for their traffic and to reach them through
one or more wireless interfaces. Such bandwidth aggregation
(BAG) scheme implies transmission of data belonging to a single
application via multiple paths with different characteristics,
which may result in an out-of-order delivery of data packets to the
receiver and introduce additional delays for packets reordering.

The proposed QoS negotiation system aims to ensure the conti-
nuity of QoS perceived by mobile users while they are on the move
between different access points, and also, a fair use of the network
resources. The performance of the proposed dynamic QoS negoti-
ation system is investigated and compared against other schemes.
The obtained results demonstrate the outstanding performance of
the proposed scheme as it enhances the scalability of the system
and minimizes the reordering delay and the associated packet loss
rate.

Index Terms—Bandwidth aggregation, mobile video streaming,
packet scheduling, QoS negotiation, wireless networks.

I. INTRODUCTION

LONG with the ever-growing demand for real-time

multimedia services (e.g., video streaming, video con-
ferencing, online interactive games, and IPTV) that require
high-quality quality-of-service (QoS) support, such as guaran-
teed bandwidth, delay, jitter and error rate, ISPs are required
to extend their ranges of services to allow users to utilize these
multimedia applications with certain level of QoS. Currently
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the service level agreement (SLA) is made by the user via con-
tract with the ISP. The SLA is static for the contract period and
is applied equally to the overall traffic between the end-user and
the network, regardless of the different service levels required
by different applications [1].

To ensure an efficient provision of real-time video applica-
tions in wireless networks, mobile users should be able to dy-
namically negotiate their QoS requirements, represented by the
service level specifications (SLSs), with the access network.
This negotiation should be performed per session. The network
operator must guarantee the negotiated SLS during the entire
course of the session, which is a challenging task because of the
mobility of users. In addition, transmission of high quality video
requires high bandwidth that is difficult to guarantee because
of the resource constraints in current wireless networks. How-
ever, mobile users equipped with multiple wireless interfaces,
in combination with ISPs providing services through different
wireless technologies, ought to make simultaneous use of these
interfaces to connect to the network and aggregate the available
resources via these interfaces. Thus, users can enhance the per-
ceived quality of their applications.

Two scenarios can be envisioned for a mobile terminal de-
pending on its role as a sender or receiver. The latter case is the
most common one where the sender can be a fixed multimedia
server. In the proposed system, a mobile terminal negotiates its
service level with the network upon performing handoff to a new
access point. A set of mechanisms are applied to define a service
level for the mobile terminal [2]. If the terminal acts as a sender,
it then adjusts its transmission rate to the agreed bandwidth. In
case the terminal operates as a receiver (which is the case that
we consider in this paper), it notifies the corresponding source
of the agreed service level and the sender accordingly adjusts
its streaming rate [3]. A proxy in the middle of the network,
between the wireless and wired parts of the network, runs the
scheduling operation to ensure that packets are transmitted in
order to the terminal via the different wireless interfaces.

The contribution of this paper is fourfold. Firstly, we propose
a dynamic QoS negotiation system for real-time video applica-
tions that enables mobile users to negotiate their desired service
levels and to reach them by using their available interfaces. The
proposed system supports initial negotiation, renegotiation in a
small time scale, and mobility of users. Secondly, we demon-
strate the ability of the proposed mechanism in supporting QoS
continuity while users are on the move. Thirdly, we demonstrate
the need for controlling the bandwidth aggregation mechanisms
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to guarantee an efficient and fair use of the network resources.
Finally, we propose a packet scheduling strategy to cope with
the packet reordering issue in multi-path video transmission,
which minimizes the reordering delay at end-terminals and its
associated packet loss rate.

The remainder of this paper is organized in the following
fashion. Section II reviews the existing work related to ser-
vice level negotiation, uses of multiple interfaces in wireless
networks, and multi-path scheduling strategies. Section III
describes the proposed scheme. Section IV evaluates the
performances of the proposed schemes. Finally, concluding
remarks are presented in Section V.

II. RELATED WORK

Several protocols for service level negotiation have been pro-
posed, such as common open policy service for service level
specification (COPS-SLS) [4], resource negotiation and pricing
protocol (RNAP) [5], and service negotiation protocol (StNP)
[6]. Furthermore, two protocols have been proposed to sup-
port QoS negotiation in wireless networks by considering users’
mobility, namely, QoS generic signaling layer protocol (QoS
GSLP) [7] and dynamic service negotiation protocol (DSNP)
[8]. QoS GSLP uses mobility and traffic pattern prediction to
prefigure the next point of attachment of a mobile user and de-
livers the SLS to that access point, reducing thereby the handoff
negotiation delay. This method highly increases the complexity
of the system and makes it shortly scalable. DSNP informs all
neighboring base stations (BSs) of the current BS of the SLS of
a user. Each time the user negotiates for a new SLS, the QoS
global server (QGS) delivers the new SLS to the current BS
and its neighbors. In this fashion, all potential points of attach-
ment after the users’ handoff already have information on the
users’ SLS. This mechanism presents scalability problems in
terms of signaling overhead and data storage. In the mechanism
presented in [9], when a mobile station (MS) performs handoff,
the new BS consults the previous BS for the SLS of the MS. This
approach is highly scalable, as the MSs’ SLSs are delivered just
to the new BSs. However, the handoff negotiation delay is in-
cremented by the roundtrip time between the two adjacent BSs.
Another mechanism to inform BSs of users” SLSs is mentioned
in [10]. In this mechanism, after a user negotiates its service
level with the network, the QGS delivers an SLS token to the
user. The token contains all details associated with the service
level and traffic specifications. The token is encrypted and can
be decrypted by only BSs in a given domain. When a user per-
forms handoff within the domain, it sends the SLS token to the
new BS, which decrypts it and performs traffic conditioning. In
this way, the handoff negotiation delay is minimized as no com-
munication is required between the MS and the QGS or between
BSs. However, this method gives rise to some security concerns
as malicious users can obtain the SLS token from genuine users
and steal their service levels. A detailed survey on the above
mentioned protocols can be found in [11].

Mobility of users in wireless networks introduces some issues
to the network administrator as users need to keep their connec-
tions active when they move from one access point to another.
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The handoff process can be in homogeneous networks (hori-
zontal handoff) [12], [13], or between heterogeneous networks
(vertical handoff) [14], [15].

The use of multiple interfaces in wireless networks was
firstly addressed by stream control transmission protocol
(SCTP) [16], which uses multiple interfaces to ensure high
reliability. Some variations of the original SCTP have been pre-
sented in [17]-[19], which are able to distinguish among losses
due to congestion and radio channel failures to better select the
path for data transmission. The work presented in [20] provides
mechanism to monitor the one-way delay variation throughout
the available paths. A variation of SCTP was developed to
provide bandwidth aggregation, particularly for the provision
of real-time applications to wireless mobile users. Load-sharing
SCTP (LS-SCTP) [21] introduces a new functionality to SCTP
by involving all available paths in data communication and
aggregating their bandwidth to improve the performances
of real-time applications. Multimedia multiplexing transport
protocol (MMTP) [22] is a link-layer aware protocol designed
for transmitting multimedia data over mobile systems. It makes
simultaneous use of every available communication channel.

Bandwidth aggregation involves multiple paths in the data
transmission and raises the need for an adequate distribution of
data load over several paths. Moreover, packets (belonging to
the same application) transmitted through different paths may
experience different latencies, resulting in out-of-order delivery
to the final destination [23]. Packets arriving out-of-order need
to be stored in a buffer until they can be delivered to the ap-
plication in a proper order. If they arrive later than their play-
back time, they are discarded. To cope with packet reordering
in multi-path environments, several scheduling strategies have
been proposed, most of which are based on round robin mech-
anisms, such as weighted fair queuing (WFQ), weighted round
robin (WRR), weighted interleaved round robin (WIRR), and
surplus round robin (SRR) algorithms. The earliest delivery path
first (EDPF) scheme [24] is currently one of the most promising
scheduling algorithms. It is based on the estimation of the de-
livery times of packets through each available path. It sched-
ules packets via the path with the earliest delivery time. Another
interesting work is presented in [25] that faces the problem of
joint path selection to optimize the streaming of stored video
sequences on multipath networks. In the following section, we
describe our proposed scheme in detail.

III. BANDWIDTH AGGREGATION-AWARE DYNAMIC
QO0S NEGOTIATION SYSTEM

The proposed dynamic QoS negotiation system allows users
to define and request their desired service levels, which can be
accepted or rejected by the service negotiation entity. In case of
rejection, the QGS proposes a different service level to MS. MS
accepts or rejects such an offer. Moreover, at any time MS can
upgrade or downgrade a previously negotiated service level. On
the other hand, the QGS may require degrading the service level
when resources become scarce [2]. Disregarding the situation,
a new SLS is established when both MS and the QGS receive
positive responses from each other. Some important aspects of
the QoS negotiation system are as follows.
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Fig. 1. Major elements of the bandwidth aggregation-aware QoS negotiation
system.

1) Even when an MS is able to negotiate SLSs through
all its interfaces, each SLS is associated to one specific
interface. Thus, MS should perform an initial negotiation
through each interface it attempts to use to connect to the
network.

2) An MS handoff refers to the event where MS changes its
point of attachment in one specific wireless network tech-
nology. It is unlikely that an MS performs handoff through
more than one interface at the same time.

3) MSs are able to perform handoffs between BSs of the
same wireless technologies only.

Fig. 1 shows the major elements of the bandwidth aggrega-
tion-aware QoS negotiation system. The resource management
module consists of two components: /) bandwidth allocation,
a mechanism that divides the time-slot among users based on
their agreed service level and 2) bandwidth aggregation con-
trol, a mechanism that ensures the fairness and scalability of the
system. This is achieved by controlling the total amount of band-
width, assigned to each user through all the available interfaces,
not to exceed the bandwidth indicated in the user’s SLA.

The dynamic QoS negotiation module includes the following
components: /) initial QoS negotiation, a procedure that en-
ables users to obtain the service levels demanded by their
applications, 2) renegotiation, applied when a user desires to
renegotiate an already established SLS during the communica-
tion course, and 3) exchange of users’ profiles, a set of fast and
scalable mechanisms used by the system to securely exchange
information on users’ profiles among access points. The packet
scheduling module aims to minimize the reordering packet
delay at the receiver as well as the associated packet loss rate.
Packet reordering and packet drops occur due to the fact that
each path may have different capacity and different propagation
delay.

A. Envisioned Architecture

The QoS negotiation takes place at the IP layer and is based
on differentiated services (DiffServ). The components of the en-
visioned architecture for bandwidth aggregation-aware dynamic
QoS negotiation are schematically shown in Fig. 2. The figure
depicts one of the multiple domains administered by different
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ISPs and offering services through different wireless technolo-
gies. The domain consists of a QGS, an authentication, autho-
rization and accounting (AAA) server, a network proxy (NP), a
number of BSs, and a population of MSs.

QGS is the entity for service level negotiation; it decides the
admissibility of service requirements based on the service level
that the user is allowed to receive as well as the current available
resources in the network [2]. The AAA server is used to confirm
that a user, who is requesting a specific service level, is permitted
to obtain it.

BS is the entity where SLSs are applied. It uses DiffServ to
enforce different service levels to users. BSs constantly inform
the QGS about their local resource availability and receive SLSs
of users for traffic conditioning. BSs control access on the wire-
less channel by dividing the bandwidth into transmission slots.
The key to providing QoS to mobile users consists in the assign-
ment and guarantee of a time-slot for data transmission for each
user during the encourse of its session.

NP is the key entity to schedule data packets via multiple
paths; it should be informed of the time-slot assigned to a user by
each BS through which the user negotiated SLS. NP is respon-
sible for maintaining global information about the aggregated
bandwidth of users, such as negotiated wireless paths for data
transmission and time-slots assigned through each path.

B. Resource Management

1) Bandwidth Allocation: As mentioned earlier, to guarantee
the negotiated service level to users, BSs implement a time-
slot division approach, which allows each MS to use the total
bandwidth of the channel during the time-slots exclusively as-
signed to the MS. Thus, BSs avoid collisions in the wireless
channel and provide users with strict QoS, rather than relative
QoS where data packets belonging to users with a similar ser-
vice level compete among them to get access to the link. Each
MS is allocated a specific period of time to use the wireless link.
The time-slot assigned to an MS depends on the amount of band-
width specified in its SLS. Thus, the time-slot size varies from
one MS to another. It is calculated as follows:

_ BWsrs,

bi BWy

* A @))
where BWsrs,, BWr, and A denote the bandwidth specified
in the SLS of the M S;, the total bandwidth of the wireless link
from the BS, and the time-slot interval, respectively. The time-
slot interval is the continuously repeated time period in which
all MSs will be served.

Let us define slot synchronization delay as the time a packet
has to wait at the BS queue since its arrival time until the begin-
ning of the time-slot of its corresponding MS. Burst delay is in
turn defined as the time a packet has to wait at the BS queue due
to the bursty nature of real-time traffic. These packets have to
wait for later time-slots to be transmitted. In addition, if the next
packet to be transmitted is too large to be processed during the
remainder of the time-slot, the packet will wait for the time-slot
of its corresponding MS in the next round. This also means that
the current time-slot will have an unused remainder at the end.
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Fig. 2. Envisioned architecture for dynamic QoS negotiation in next-generation wireless networks.

Based on the above discussion, an appropriate size of the
time-slot interval should be carefully determined to decrease the
synchronization delay and the burst delay, while keeping the
network utilization high. In [26], it was demonstrated that the
unused bandwidth at the end of time-slots does not depend on
the time-slot size. It only depends on the distribution of packet
sizes. The same work also demonstrated that

= A_TE(M;E(R) <A @)

U
where U and FE(R) denote the network utilization and the ex-
pected value of the unused portion of the time-slot of an MS,
respectively. Equation (2) indicates that increasing the time-slot
interval length yields better network utilization. On the other
hand, decreasing the time-slot interval size lowers the packet
delay. Thus, the size of the time-slot interval should be appro-
priately selected to keep a balance between the network utiliza-
tion and the communication delay. In our previous work [27],
we empirically demonstrated that (A = 0.1 s) achieves a low
delay as well as high utilization of the bandwidth.

2) Bandwidth Aggregation Control: Mobile stations are able
to connect to the network via multiple interfaces simultane-
ously. This introduces a new issue related to SLA management.
When an MS negotiates the service level for its traffic, the QGS
confirms from the AAA server that the MS is allowed to re-
ceive the requested service level. The AAA server verifies if the
requested service level exceeds the agreed SLA of the MS or
not. Since, in bandwidth aggregation scenarios, MSs are able
to negotiate SLSs through several interfaces, such a verification
method is not suitable, as the MS can negotiate SLSs through
all its interfaces, and the network separately verifies each SLS:

BW; < BWspa; 1<i<n (3)
where BW,, BWsr 4, and n denote the bandwidth negotiated
through the 7 interface, the bandwidth specified in the SLA of
the MS, and the number of interfaces of the MS, respectively.

Thus, an MS may obtain up to n times the bandwidth indicated
in its SLA

ZBWL S n X BWSLA- (4)

i=1

On the other hand, some other MSs may get their SLS requests
rejected due to the unfair service level assignments.

To guarantee an efficient and fair use of the network resources
among all competing MSs, in a bandwidth aggregation system,
the network operator should consider using some or all avail-
able interfaces to ensure the service quality in case a single SLS
(provided by a single interface) does not meet the pre-agreed
SLA. In the same manner, if the aggregate SLSs provided by
multiple interfaces exceed the pre-agreed SLA, the network op-
erator should hinder the user from using some of the interfaces
to ensure a fair utilization of network resources among all active
MSs. Thus, the network should ensure that the total bandwidth
assigned to an MS, via its available interfaces, does not exceed
that of the agreed SLA, as shown in the following:

Y BWi < BWspa. ®)

i=1

In the envisioned architecture, the AAA server performs the
bandwidth aggregation control mechanism. Indeed, the AAA
server keeps track of the SLSs negotiated by each MS.

C. Dynamic QoS Negotiation

1) Initial QoS Negotiation: Upon connecting to the network,
an MS negotiates with the QGS regarding its service level.
Firstly the MS requests predefined services available in the
network. When the MS obtains the requested information, it
sends a service negotiation request; the request is received by
the BS and forwarded to the QGS. The QGS consults with the
AAA server to verify whether the MS is authorized to receive
the requested service. In case of acceptance, the QGS sends the
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Fig. 3. Signaling for initial QoS negotiation.

new SLS to the corresponding BS in order to perform traffic
conditioning. The QGS also notifies the successful service level
negotiation to the MS via the BS. The BS assigns a time-slot
to the MS for data transmission and delivers the quadruple
{ MS, TF-id, BS, time-slot } to the NP to add the new path
to the available paths for data transmission belonging to the
MS. The (IF-id) is the corresponding MS’ wireless interface
identification. Right after that, the MS starts using the service.
This procedure is conceptually depicted in Fig. 3. If the MS
is not authorized to acquire the requested service or there are
not enough resources to satisfy it, the request is rejected and a
negative negotiation response is sent to the MS, which includes
the reasons for turning down the request and the available
resources for which the MS can currently negotiate.

Fig. 4 shows the general procedure that users follow to
negotiate the required bandwidth for their applications. The
users attempt to get the whole required bandwidth through any
of the available interfaces, starting from the interface with the
strongest signal and following a descending order of the signal
strength. Recall that every time a user’s negotiation request
is rejected by QGS, QGS informs the available bandwidth to
the user. In case of the user could not obtain the requested
bandwidth through any interface, it evaluates whether the
sum of the available bandwidth of each interface satisfies the
required bandwidth. In affirmative case, the user negotiates
the available bandwidth through each interface until reaching
the requested bandwidth. Otherwise, the user should consider
downgrading the requested bandwidth or waiting for better
network conditions.

2) QoS Renegotiation: Service level renegotiation is required
when an MS is currently receiving services from the network
and one of the following three cases occurs: /) the service re-
quirement of the MS changes, 2) the resources in the network
become scarce and the QGS requires the MSs to degrade their
existing SLSs, and 3) the MS performs handoff and the available
resources in the new subnet are not enough to guarantee the cur-
rent SLS. For the two first cases, the renegotiation is similar to
the initial QoS negotiation procedure apart from the fact that the
MS keeps receiving services during the renegotiation period. If
the QGS rejects the new service level requested by the MS, its
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Negotiation Process’ Algorithm

n: Number of wireless interfaces of the MS
BW _req: Required bandwidth for the MS
Fori=1to n {BW _available(i) = 0}
Total_available BW = 0

Fori=1ton{
Negotiate BW_req through interface i
If successful { Exit the negotiation process}
Else {

BW_available(i) = BW indicated in the negotiation response
message as available BW.

Total_available_BW = Total_available_BW + BW _available(i)

If Total_available_ BW 2 BW req {
Negotiate the available BW through each interface until reaching BW_req
Exit the negotiation process
}
Else{
Ifitis possible to reduce BW_req to Total_available BW {
Negotiate the available BW through each interface
Exit the negotiation process

}

Else {wait for the network condition to be suitable for the application’s
requirements}

Fig. 4. Pseudo-code of the negotiation process.

current service level is retained. On the other hand, in the third
case, the service is stopped until a new SLS is successfully nego-
tiated. After each successful QoS renegotiation, NP is informed
of the quadruple { MS, IF-id, BS, time-slot } to update the infor-
mation of the MS’s wireless interface. In case of renegotiation
due to handoff, NP simply redirects the traffic from the previous
BS to the new BS.

3) Exchange of Users’ Profiles: QoS and mobility function-
alities are not independent. Coupling between the two func-
tionalities occurs because QoS is tied to a specific path and
paths change as a result of handoff. Without this coupling, when
handoff occurs, the state becomes not associated with the new
path. Thus there is no QoS on the new path and the unused QoS
state on the old path affects the use of the network resources.
Thus, QoS and mobility management should be coupled to en-
sure the continuity of service level perceived by mobile users
while they perform handoffs between different access points.
The work in [28] presents an interesting classification of mobile
applications based on their mobility management requirements
and also investigates the handoff performance of the existing
mobility management protocols for these applications.

One of the most relevant issues in wireless networks is to
track the location of an MS and inform the appropriate BS of
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the SLS of the MS. There are several ways to inform the new

BS of MS’s SLS.
1) Mobility pattern prediction: The QGS prefigures the
next BS to which the MS will perform handoff and de-
livers the SLS to that BS, thus reducing the handoff negoti-
ation delay [29]. However, this method increments highly
the complexity of the system and accordingly impact its
scalability.
2) Broadcasting SLSs: The QGS delivers the SLS of each
MS to every BS in the domain. This method is simple and
minimizes the handoff negotiation delay, as all the BSs
know in advance the SLS of every MS. Thus upon handoff,
the new BS is able to immediately perform traffic con-
ditioning. However, this mechanism presents scalability
problems in terms of signaling overheads and data stored
at the BSs.
3) DSNP: It is an enhancement to broadcasting SLSs
method that was introduced by Chen et al. [8]. The QGS
delivers the SLS of the MS to the current BS and its neigh-
boring BSs. Thus, all possible new BSs already know the
MS’s SLS. This method decreases the signaling overheads
as well as the amount of SLSs stored at the BSs. However,
both signaling and data stored still remain high, as several
BSs receive and store in their tables the SLS of the MS
every time it performs handoff.
4) SLS delivery on demand: The QGS delivers the MS’s
SLS to the new BS in response to an SLS solicitation mes-
sage sent by the MS and forwarded by the new BS. This
method reduces the signaling overhead and the data stored
at the BSs, as the SLS of the MS is delivered to the appro-
priate BS only on demand. However, such a reduction on
the signaling overhead and data stored comes at the price
of handoff negotiation delay that is increased by the round
trip delay between the BS and the QGS.
5) BS-collaboration approach: An enhancement to SLS
delivery on demand method was introduced in our previous
work [9]. When an MS performs handoff, the new BS con-
sults the previous BS for the SLS of the MS. By this way,
this method reduces the handoff negotiation delay as the
round trip delay among two adjacent BSs should be shorter
than that among BSs and QGS. This approach is highly
scalable as the MS’s SLS is delivered only to the new BS.
6) Encrypted SLS: As in [10] after a user negotiates its
service level with the network, the QGS delivers an SLS
token to the user. The token contains all details associated
with the service level and traffic specifications. The token
is encrypted and cannot be deciphered by MSs. However,
any BS into the same domain can decrypt it by using a
network specific secret key. When a user performs handoff
within the domain, it simply sends the SLS token to the new
BS, which decrypts it and performs traffic conditioning.
Accordingly, the handoff negotiation delays as well as the
signaling overheads are minimized. However, this method
presents some security concerns. Indeed, malicious users
can obtain the SLS token from genuine users and steal their
service levels.

In the proposed QoS negotiation system, to inform the new
BS of the current service level of the MS, we developed an en-

1087

hanced version of the encrypted SLS approach called extended
encrypted SLS (EESLS), which tackles its security issues. We
implement public-key cryptography at the BSs, also known as
asymmetric cryptography, in which the key used to encrypt a
message differs from the key used to decrypt it. Thus, each BS
has a pair of cryptographic keys: a public key and a private key.
The private key is kept secret while the public key is announced
to the MSs by using the router advertisement message. To keep
the complexity at the BSs low, the MSs encrypt the messages
related to authentication only at the beginning of the service ne-
gotiation process and upon handoff. Additionally, the genera-
tion of the public and private keys pair for each BS is delegated
to the QGS. Moreover, the QGS uses symmetric cryptography
with all the BSs within the domain, which uses a single secret
key for both encryption and decryption.

The initial QoS negotiation is shown in Fig. 3. The BSs in-
clude their public keys into the router advertisement messages.
The MS generates and includes a password into the SLS negoti-
ation request message and encrypts this message with the public
key of the BS. The BS decrypts the message and forwards it to
the QGS. Upon acceptance, the QGS encrypts the new SLS of
the MS along with the password of the MS, termed as token,
and sends it to the BS into the SLS negotiation response mes-
sage. The BS forwards the message to the MS and decrypts the
SLS to perform traffic conditioning. Thus, the MS gets its own
token. That token works only when it is sent by the QGS to a BS.
Therefore, even if a malicious user steals the token, it cannot do
anything with the same, because the MS should include some
security information when it attempts to get services from other
BS:s.

As an MS moves and attempts to change its point of attach-
ment to the network within the same domain (intra-domain
handoff), it receives the router advertisement message from
the new BS, and uses the public key of that new BS to encrypt
a handoff negotiation message, which contains the token, the
MS’ password, and the current time, as shown in the following:

HNM = Encryptedgs{Token, password,time}  (6)

where HNM denotes the handoff negotiation message that is
encrypted with the public key of the BS

Token = Encryptedgcs{SLS, password} @)

where the Token is encrypted with the key of the QGS, and can
be decrypted by any BS in the domain.

Then the MS sends the HNM message to the new BS, which
decrypts the message with its private key, decrypts the token
with the network’s global key, and compares the MS’s password
into the token with the password in the message. If they match,
the new BS verifies if the message is recent enough by verifying
the time into the message. If the time is recent enough, the new
BS performs traffic conditioning by applying the SLS of the MS.
The MS receives the handoff negotiation response message and
starts receiving the service.

In this fashion, we ensure that a malicious user cannot steal
the service level of an MS just by intercepting its token. On the
other hand, if a malicious user gets the handoff negotiation mes-
sage of an MS, it cannot be used at the same BS because only
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one MS can receive services with a single SLS. The time in the
handoff negotiation message is used to ensure that a malicious
user cannot use the SLS of a legitimate user when it performs
handoff to another BS. In such a case, the time in the message
is not recent. The malicious user cannot use the handoff nego-
tiation message of the legitimate MS in a different BS because
the pairs of keys are different for the BSs; therefore, the new BS
is unable to decrypt the message.

After that, the new BS informs the QGS that it is currently
providing services to the MS in order to update the available
resources of the new BS in the QGS database. Moreover, when
the previous BS detects that the MS is no longer active in the
coverage area, it erases the SLS of the MS from its database,
releases the associate resources, and informs the QGS of its new
state of available resources. These operations ensure that BSs
store information on SLSs of only users that they are currently
serving. In case the new BS is unable to guarantee the SLS, it
forwards the handoff negotiation messages to the QGS. Then
the QGS sends a negative handoff negotiation response to the
MS, informing the MS of available service levels that the new
BS can offer.

When an MS moves out to a new domain (inter-domain
handoff), the MS negotiates a new SLS with the QGS of the
new domain, because getting the SLS of the MS from the QGS
in the previous domain may be more costly than negotiating a
new one.

The main goal of contemporary researches in mobile net-
works is to provide seamless handoff, which is not always pos-
sible; in some cases the available resources in the new BS may
not be enough to guarantee the SLS of the MS. In such a case,
the QGS asks the MS to downgrade its SLS. Such downgrade of
the service level affects the quality perceived by the user. There-
fore, the user notifies the corresponding source of the new ser-
vice level and the sender accordingly adjusts its streaming rate.

D. Packet Scheduling

The successful transmission of data belonging to a single
application via multiple paths depends on the appropriate
scheduling strategy [23], [30] . Most of the previously proposed
scheduling algorithms are based on round robin scheduling
algorithms. Recently a new technique was introduced, named
earliest delivery path first (EDPF) [24] that focuses on sched-
uling by estimating the delivery time of the next packet through
each path. By using this estimation, EDPF schedules the
packets via the path with the earliest delivery time.

As previously mentioned, our QoS negotiation system imple-
ments a time-slotted approach for bandwidth allocation at the
BSs. Thus, each MS is allocated a specific period of time to ac-
cess the wireless channel. At any given time-slot, only one MS
is allowed to transmit/receive data through a particular BS. The
time-slot size varies from an MS to another, because the length
of the time-slot depends on the amount of bandwidth negotiated
by MSs.

After each successful QoS negotiation or renegotiation, the
BS assigns a specific time-slot to the MS and informs the NP
of the specific beginning and ending times of the time-slot for
the MS. Using these two parameters, NP can make an accurate
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estimation of the delivery time of the next packet for the MS
through each available path.

Since no suitable scheduling algorithm exists for the time-slot
approach implemented in our QoS negotiation system, we de-
veloped an enhanced version of EDPF called time-slotted ear-
liest delivery path first (TS-EDPF). TS-EDPF uses the time-slot
assigned to the MS through each available path for an accurate
computation of the delivery time of the next packet.

To estimate the delivery time of a packet via a specific path,
TS-EDPF computes the time at which the packet arrives at the
BS by computing the time at which the transmission can begin
at the BS on the path. Then, it adjusts this time so it is within
the time-slot assigned to the MS. By adding the transmission
delay, we obtain the delivery time of the packet which should
be within the time-slot of the MS.

The time at which the transmission can begin at the BS is
denoted as

Si' = MAX (a; + Dy, Ay) (8)

where a; and D; denote the time at which packet ¢ arrives at the
NP and the delay from the NP to the BS along path [, respec-
tively. A; denotes the time instant when path [ will be available
for the next transmission.

To adjust S;' to be within the time-slot assigned to the MS, let
[X1, Y7] be the time-slot period for the MS through path [ and X
be the starting time of the subsequent time-slot. Furthermore, let
r (S Ll ) be the function that returns the next valid time at which
the transmission can commence at the BS on path [ based on the
time-slot [X;, Y3]:

S, if St € [X1,Y]]
T Slll — () P 1, Il
(S50 {Xl’ , otherwise. ©)

To compute the transmission delay for packet ¢ via link [, de-
noted by Tl-l, let L; be the size of packet 7 and let B; denote the
bandwidth of the wireless link on path /. It should be reminded
that in a time-slot division system, each MS uses the total band-
width of the link during a short period of time:

L;

L ——

B (10)

Then, the algorithm computes the time at which the transmis-
sion of packet ¢ can be completed at the BS on path [, denoted
by E!:

E' = D(MAX[a; + Dy, Aj], 1) + T3 (11)

Finally, it should be ensured that the transmission of packet
1 is completed within the time-slot assigned to the MS. Let
© (E!,1) be the function that returns the next valid time at which
the transmission of packet 7 can be completed at the BS on path
[ based on the time-slot [ X, Y;]:

O(E! 1) = {Eﬁ if ;' € [X,, Y1)

12
X, +T;', otherwise. 12)

The delivery time of packet ¢, through path [, can be then

computed as follows:

4! =0 (F(MAX(a,;—|—D1,Al)7l)—|—T,;l7l). (13)
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Fig. 5. Overall performance of dynamic QoS negotiation module for varying number of mobile stations.

TS-EDPF estimates the delivery time of a packet through each
available path and then schedules the packet via the path with
the earliest delivery time.

IV. PERFORMANCE EVALUATION

This section presents and discusses the performance of the
proposed bandwidth aggregation-aware dynamic QoS negotia-
tion mechanism in three different parts. Firstly, we verify the ap-
plicability of the proposed mechanism to exchange users’ pro-
files. Secondly, we demonstrate the necessity for the BAG con-
trol mechanism. Finally, we showcase the merits of the proposed
TS-EDPF scheduling algorithm.

A. Exchange of Users’ Profiles

We set up a simulation environment using the network sim-
ulator (NS-2) [31] to evaluate the applicability of the proposed
mobility management mechanism. As mobility management
deals with MSs performing handoffs between BSs of the same
wireless technology, for this evaluation, we consider that users
are employing only one wireless interface (the same wireless
technology for all the users). The mobility of MSs follows the
reference point group mobility (RPGM) model. To provide
a wide area for the users to move around, we consider the
coverage area of five BSs where M S, is located as shown in
Fig. 2. The number of MSs roaming over the coverage area
varies from 10 to 100. The simulation starts when all MSs
have already initiated their service levels. The major issue in
providing QoS in wireless networks consists in the mobility
of users (where seamless and lossless handoffs need to be
guaranteed). Therefore, the focus of this evaluation is on the
service level negotiation upon intra-domain handoff, as this is
the most frequent handoff performed by MSs.

Fig. 5(a) shows that both the proposed extended encrypted
SLS (EESLS) and DSNP exhibit close handoff negotiation de-
lays associated to the round trip delays from the MSs to the
BSs. The slight difference among them is attributable to the
decryption time of the handoff negotiation message in case of
the EESLS method. On the other hand, the BS-collaboration
method shows the highest handoff negotiation delay because of
the fact that the new BS gets the SLS from the previous BS,
which requires communication between the two BSs. This in-
creases the overall negotiation delay, whereas in DSNP the new

BS already has the SLS or receives the SLS from the MS in case
of the EESLS scheme. Fig. 5(b) shows that the proposed EESLS
scheme has the lowest signaling overhead as the MSs deliver
their own SLS to only the next point of attachment. Fig. 5(c)
demonstrates that both the BS-collaboration approach and the
EESLS method require the storage of a lower number of SLSs
at the table of BSs than that of DSNP. The small difference be-
tween the BS-collaboration method and the EESLS method is
because when an MS performs handoff in the BS-collaboration
method, the previous BS is asked to deliver the SLS of that MS,
and right after that, the previous BS erases that SLS from its
table. On the other hand, in the EESLS method, the previous
BS erases the SLS of an MS when it realizes that the MS is not
active in its coverage area.

We proposed an enhanced version of encrypted SLS mech-
anism that addresses its security limitations and makes it ro-
bust enough to prevent malicious users from stealing the ser-
vice levels of legitimate users. EESLS highly increases the scal-
ability of the system by minimizing the signaling overhead and
the required data storage. This reduces the size of the tables
of BSs and also the time required to search into these tables.
EESLS also achieves low handoff negotiation delay, which is
essential to provide seamless handoff and to ensure the conti-
nuity of the service.

B. Bandwidth Aggregation Control Mechanism

To demonstrate the benefits of using the BAG control mecha-
nism, several simulations were conducted. In these simulations,
we evaluate the system operating at its critical state (i.e., large
number of users) that correspond to 160 MSs, and also when
the system’s capacity is saturated (e.g., 180 MSs). All MSs
are equipped with three wireless interfaces (IFs), which are as-
sumed to correspond to the wireless technologies supported by
the same ISP. Additionally, we set the locations of users to the
overlapped coverage area of these three wireless technologies
as shown in Fig. 2 (i.e., the area where M S5 is located). Thus,
each MS is able to negotiate and receive services through one,
two, or three BSs. The bandwidth level specified in the SLA of
each MS varies from 300 Kbps to 2 Mbps.

In this performance evaluation, two SLS negotiation ap-
proaches are considered. In the first approach, named uncon-
trolled BAG, the AAA assumes any single SLS request, which
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Fig. 6. Overall performance of the bandwidth aggregation control scheme.

does not exceed the bandwidth specified in the SLA of the MS,
to be valid. In the second approach, called controlled BAG, the
AAA keeps track of the total bandwidth currently used by the
MS and ensures that the total bandwidth assigned to an MS, via
its available interfaces, does not exceed that of the agreed SLA.

Fig. 6(a) and (b) shows the ratio of the individual bandwidth
actually used by each MS to that of its agreed SLA. The figures
consider two populations of mobile users, 160 and 180 MSs, re-
spectively. The figures demonstrate that when BAG is not con-
trolled, some mobile stations acquire up to three times their
agreed bandwidth depriving others from having accesses to the
bandwidth to which they are subscribed. This intuitively results
in an unfair service, a fact that is illustrated in the variation of
the bandwidth ratio from 0% to 300%. When the BAG con-
trol mechanism is in use, each MS receives a bandwidth in the
range of 0% to 100% of its SLA. In case of 160 MSs, shown in
Fig. 6(a), all MSs are provided with bandwidths equal to that of
their SLAs. This demonstrates that the BAG control mechanism
efficiently distributes the available bandwidth of the three BSs.
In the absence of such a BAG control mechanism, the system
ends up by allocating 300% of SLAs to few MSs, 200% of SLAs
to other MSs, and 0% to many MSs. This obviously puts both
the scalability and fairness of the system in question. When the
network is visited by a high number of mobile nodes [180 MSs
in Fig. 6(b)] and the network resources become scarce, the BAG
control mechanism rejects the requests from some MSs, but its
performance remains comparatively much better than that of the
uncontrolled BAG approach.

The blocking probabilities for different numbers of mobile
stations are shown in Fig. 6(c). Based on the number of wire-
less technologies in use, two scenarios are considered. Firstly,
we consider the use of two and three interfaces. The goal behind
this experiment is to investigate the impact of the number of de-
ployed interfaces on the system scalability. The results indicate
that in case of the BAG control mechanism, the system starts
blocking requests when the number of mobile stations exceeds
100 and 160 when two and three IFs are used, respectively. In
the absence of such a BAG control mechanism, the blocking
probability gets non-null values earlier, in the presence of few
MSs (i.e., 60 MSs when three IFs are used). Based on the above
results, it can be concluded that in the absence of a BAG con-
trol mechanism, MSs are allocated bandwidths exceeding those

of their SLAs. This renders the ISP unable to control its own
resources, ultimately resulting in an unfair service and a high
blocking probability.

C. Packet Scheduling

In order to verify the effectiveness of the proposed multi-path
scheduling algorithm TS-EDPF, we conducted several simula-
tions. As comparison terms, we used the three most suitable
algorithms for the proposed QoS negotiation system, namely
weighted round robin (WRR), weighted interleaved round robin
(WIRR), and earliest delivery path first (EDPF) scheduling al-
gorithms. WRR and WIRR are able to use the knowledge of the
negotiated bandwidth through each available path for an accu-
rate and effortless distribution of packets among them. On the
other hand, the EDPF scheduling algorithm additionally makes
use of the delays between the network proxy and the BSs to
estimate the delivery times of packets via each available path.
Unless otherwise specified, the time-slot interval is set to 0.1 s;
i.e., an MS accesses a BS once every 100 ms.

Three video applications are used in this simulation: C BRy,
VBR;,and V BRs. C BR; is a constant bitrate application with
a data rate of 2.6 Mbps. VBR; and VBR, are variable bi-
trate video traces collected from [32]. V BR; corresponds to
the MPEG-4 trace of the movie Jurassic Park-1, generated at
high quality with peak rate equal to 2.6 Mbps and mean rate of
790 kbps that represents 30.38% of the peak rate. V BRy cor-
responds to the MPEG-4 trace of a soccer game also generated
at a high quality with peak rate of 3.2 mbps and mean rate of
1.140 mbps that represents 35.63% of the peak rate. The dura-
tion of the three video applications is 3600 s. We consider one
MS equipped with three wireless interfaces of different tech-
nologies supported by the same service provider. The MS ex-
ecutes one by one the three video applications in different ses-
sions. For each session, the MS negotiates an aggregate band-
width of 100% of the video application bitrate for CBR or peak
rate for VBR traffic, respectively. The maximum transmission
delay for packets of the simulated applications is set to 300 ms.

Table I summarizes the results for the three video applica-
tions. The buffer size indicates the largest number of packets
that were queued in the buffer awaiting playback. The band-
width ratio indicates the effective use of the aggregated band-
width. The disorder delivery radio indicates the proportion of
packets that arrived in an out-of-order manner. The results in the
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TABLE 1
EVALUATION OF THE SCHEDULING ALGORITHMS
| CBR; | V BR; (Jurassic park I) V BR> (Soccer game) |
buffer Bw disorder Packet buffer Bw disorder Packet buffer Bw disorder Packet
Algorithm size ratio delivery loss size ratio delivery loss size ratio delivery loss
(pkts) (%) ratio (%) | ratio (%) | (pkts) (%) ratio (%) | ratio (%) | (pkts) (%) ratio (%) | ratio (%)
TS-EDPF 1 97.16 1.3 0.002 3 30.80 33 0.001 12 35.84 3.1 0.002
EDPF 19 97.13 61.8 2.84 16 30.69 50.95 4.15 18 35.79 54.89 4.72
WRR 17 97.14 52.6 4.53 17 30.68 37.33 7.14 21 35.81 43.71 7.70
WIRR 21 97.13 61.8 2.79 16 30.69 53.51 5.05 22 35.78 56.89 4.97
table demonstrate that the proposed TS-EDPF scheme outper- TABLE II
forms the three other schemes in terms of the overall quantifying EVALUATION OF TS-EDPF WITH PRIORITY QUEUE FOR V' B R,
parameters. Indeed, TS-EDPF shows the' best performanges for buffer T Bw | disorder T Packet
CBR traffic with a disorder delivery ratio of 1.3%, maximum Algorithm - ratio | delivery loss
buffer size of only one packet, and the packet loss of 0.002%. (pkts) | (%) | ratio (%) | ratio (%)
For V BR;, the disorder delivery ratio was 3.3%, the maximum TS-EDPF 12 35.84 3.1 0.002
buffer size was three packets, and the packet loss was found to TS-EDPF & Priority Queve | 21 98.71 5.8 0.009

be 0.001%. As for V B R,, the disorder delivery ratio was 3.1%,
the maximum buffer size was 12 packets, and the packet loss
was 0.002%. This good performance of TS-EDPF is attributed
to the adoption of time-slot based policy that was not consid-
ered in the other three schemes. It should be noted that a value
of 0.002% as packet loss rate means that the scheduling algo-
rithm is accurately delivering data packets to the MS. The results
indicate that all schemes use efficiently the aggregated band-
width for the CBR application, achieving fairly high through-
puts. On the other hand, for VBR; and V B R,, the bandwidth
utilization rates are around 30% and 35%, respectively. This
means that around 70% and 65% of the negotiated bandwidth
for VBR1 and VBR2 remain unused during the applications’
running times (i.e., 3600 s).

In general, the results in Table I demonstrate the effectiveness
of the proposed TS-EDPF scheduling algorithm as it achieved
by far the smallest buffer sizes, smallest disorder delivery ra-
tios, and the lowest packet loss rates for the three considered
video applications. The results also demonstrate that the aggre-
gated bandwidth was used up to 97.16%. That is because the
video packets cannot be fragmented. Thus if the time needed
to transmit the next packet is larger than the remainder time of
the time-slot, the packet will be transmitted during the time-slot
in the next round. This implies that there may be an unused
time at the end of each time-slot. The proposed TS-EDPF aims
to minimize that amount of unused bandwidth by scheduling
later-arriving smaller packets to be transmitted during that re-
maining time. Thus, TS-EDPF schedules a few packets to ar-
rive in out-of-order at the receiver to maximize the bandwidth
utilization. These packets arriving out of order do not affect the
performance of the scheduling process, as they arrive earlier
than when they are scheduled in a strict order. They only af-
fect the buffer size, as they have to wait at the MS’ buffer until
the preceding packets arrive.

D. Efficient Bandwidth Utilization

As mentioned earlier, for VBR applications large amounts
of the negotiated bandwidth remain unused. This is because
the peak rate of the VBR traffic is usually reached only once;
during the remainder of the transmission, the data rate is much
lower than the peak rate. For an efficient bandwidth utilization,
we implemented a priority queue scheme at BSs. Thus, when

a time-slot of an MS starts, the queue associated to this MS
becomes the priority queue, which will be exclusively served
during the time-slot. When the priority queue becomes empty,
BS serves the best-effort traffic queue.

Table II demonstrates the effectiveness of the incorporated
priority queue scheme as it increases the aggregated bandwidth
utilization ratio from 35.84% for V BR> to 98.71. However,
the priority queue scheme slightly affects the transmission of
V BR,, by increasing the disorder delivery ratio from 3.1% to
5.87%, the buffer size from 12 packets to 21 packets, and the
packet loss rate from 0.002% to 0.009%. Thus, the bandwidth
utilization during VBR traffic transmission is highly increased
using the priority queue at the BSs, at the cost of a slight in-
crement in the packet loss of the VBR application. The priority
queue scheme also mitigates the unused bandwidth at the end of
the time-slots (as mentioned in Section III-B) by serving best-ef-
fort traffic during these times.

V. CONCLUSION

In next-generation wireless networks, mobile computers will
be equipped with several wireless interfaces that enable users to
connect to different networks at the same time. In this paper, we
proposed a new scheme that allows users to dynamically nego-
tiate QoS profiles with different networks. The proposed scheme
supports initial negotiation, renegotiation, bandwidth aggrega-
tion, and mobility. A new method to inform the QoS profile of a
user to BS towards which the user is moving was presented, and
its applicability was demonstrated through computer simula-
tions. We showed that the proposed scheme achieves the shortest
negotiation delays and reduces overhead in terms of both sig-
naling messages and state information storage. The bandwidth
aggregation mechanism mitigates the resource constraints in
wireless networks. It helps users to negotiate their desired ser-
vice levels and reach them by using one or more interfaces. Sim-
ulation results showed the need for a bandwidth aggregation
control mechanism to maintain a scalable and fair use of the
network resources. Finally, an enhanced version of the EDPF
scheduling algorithm was proposed to adapt it to the bandwidth
allocation scheme implemented in our QoS negotiation system.
We demonstrated via simulations that the proposed TS-EDPF
scheduling algorithm largely mitigates the packet reordering
issue and the packet loss rate.
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