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Sum Rate and Max-Min Rate for Cellular-Enabled
UAV Swarm Networks

Bin Yang, Yongchao Dang, Tarik Taleb, Shikai Shen, and Xiaohong Jiang

Abstract—This paper investigates the fundamental rate perfor-
mances in the highly promising cellular-enabled unmanned aerial
vehicle (UAV) swarm networks, which can provide ubiquitous
wireless connectivity for supporting various Internet of things
(IoT) applications. We first provide the formulations for the sum
rate maximization and max-min rate, which are two nonlinear
optimization problems subject to the constraints of UAV transmit
power and antenna parameters at base station (BS). For the sum
rate maximization problem, we propose an iterative algorithm to
solve it utilizing the Karush–Kuhn–Tucker (KKT) condition. For
the max-min rate problem, we transform it to an equivalent
conditional eigenvalue problem based on the nonlinear Perron-
Frobenius theory, and thus design an iterative algorithm to
obtain the solution of such problem. Finally, numerical results
are presented to indicate the effect of some key parameters on
the rate performances in such networks.

Index Terms—IoT, UAV networks, performance optimization,
power control, directional antennas.

I. INTRODUCTION

Unmanned aerial vehicle (UAV) networks, which enable
each UAV to communicate directly with nearby UAVs and
user equipments (UEs) via wireless channel, are envisioned to
be an essential component of next generation (5G) and beyond
wireless networks [1], [2]. The UAV networks have many
remarkable advantages like high flexibility, cost-effective and
swift deployment, line-of-sight (LoS) dominant links, and
thus have been widely used in various Internet of things
(IoT) applications like precision agriculture, video streaming,
surveillance, remote sensing, etc. [3]–[7]. However, most of
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available UAV networks perform simple point-to-point com-
munication over unlicensed spectrum (e.g.,industrial scientific
medical band at 2.4 GHZ). Therefore, such networks have low
rate, unreliability, insecurity, and limited LoS communication
range. These limitations are hindering their large-scale deploy-
ment.

To realize their widespread deployment, it is critical to
guarantee that the UAV networks have high-rate, reliable and
secure communication links and each UAV in such networks
has ability to timely send information to distant UEs for
supporting various applications [8], [9]. A promising solution
is to integrate UAVs into the cellular networks forming a
new cellular-enabled UAV networks, where UAVs as flying
UEs can utilize licensed spectrum of cellular networks and
ubiquitous ground base stations (BSs) to achieve substantial
performance improvement in terms of rate, reliability, security
and coverage, and also to provide high data rate communica-
tions with distant UEs from thousands of kilometers away,
compared to the traditional UAV networks operated over the
unlicensed spectrum.

The performance studies are of great importance to support
various applications of the UAV networks. The existing works
on the UAV networks mainly investigate the performances of
rate, sum rate, max-min rate, coverage and energy efficiency
under the scenario, where UAVs serve as either flying BSs
or UEs without the support of ground BSs. The results in
these works illustrate that the performances are improved by
optimizing the following different system parameters: UAV
trajectory or UAV placement [10]–[12], UAV height [13],
joint UAV trajectory and power assignment [14], [15], joint
UAV trajectory and communication scheduling [16], joint UAV
height and antenna beamwidth [17], joint UAV trajectory,
communication scheduling and power assignment [18], joint
UAV trajectory, bandwidth and power assignment [19], joint
UAV trajectory, communication time assignment and mission
completion time [20], joint UAV height, antenna beamwidth,
power and bandwidth assignment [21], and joint UAV tra-
jectory, power assignment, communication scheduling and
association [22].

However, there are only some initial works on the new
cellular-enabled UAV networks [23]–[30]. Such works are
devoted to the investigation of performances in term of rate,
sum rate, coverage, mission completion time, secrecy rate, and
covert rate by setting different parameters such as UAV cache
size and density [23], UAV trajectory design [24], spectrum
resource allocation [29], jamming node selection [30], joint
power assignment of BSs and beamforming [25], joint UAV
speed and channel assignment [26], joint uplink cell associa-
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tion of UAV and power assignment [27], and joint power and
UAV placement [28]. In particular, power assignment and be-
mforming are two important solutions to improve the network
performance in the above works. The increasing of transmit
power can enhance the received signal strength but also cause
severely interference among the links using the same spectrum,
while beamforming technique can significantly mitigate the
interference. Note that power assignment and beamforming
in [27] are adopted in an uplink transmission scenario with a
UAV. The joint power assignment and beamforming are further
considered in a downlink transmission scenario, where UAVs
and BSs have a single antenna and directional antenna array,
respectively [25]. Note that the directional antenna array using
beamforming are ideal that the array gain is considered to
be a fixed value when radiation angles is in the beamwidth,
and small value or zero outside [25], [27]. Actually, the
gain is strong angle-dependent [31]. Recently, we explore the
performances of millimeter wave (mmWave) cellular-enabled
UAV swarm networks with angle-dependent directional anten-
nas, where the performance metrics include sum-rate, fairness
index, max-min rate and proportional fairness [32]. In the
work, the UAVs and BS employ fixed transmit power to
communicate with each other at mmWave bands. However,
it is still unknown how to jointly optimize UAV transmit
power and beamforming of antenna array for improving the
performances in the traditional cellular-enabled UAV swarm
networks operated at sub-6 GHZ bands, which therefore is
quite challenging and of great importance.

Motivated by this observation, this paper studies funda-
mental rate performances by jointly optimizing the power
assignment and beamforming in uplink transmission cellular-
enabled UAV swarm networks with sub-6 GHZ bands, where
each UAV and BS are equipped more realistic directional
antenna array with variable array gain. We first maximize
the sum rate of the networks. This may lead to unfair rate
assignment such that the worse-case links have lower rates.
To satisfy different requirements for rate performances in
future applications, the max-min rate is further explored to
maximize the minimum rate which guarantees the rate fairness
among links in the networks. To the best of our knowledge,
this work is the first effort to comprehensively study the rate
performances by jointly optimizing the power assignment and
the array parameters (i.e.,the array elevation angle, the azimuth
angle and height) associated with beamforming in the cellular-
enabled UAV swarm networks. The main contributions are
summarized as follows.

• We consider a more realistic antenna array to charac-
terize the three dimensional antenna beamforming gain
in cellular-enabled UAV swarm networks. In the uplink
transmission networks, we first formulate the sum rate
maximization as an optimization problem subject to the
constraints of transmit power and the antenna parameters
at BS. We propose an iterative algorithm for solving
the problem utilizing the Karush–Kuhn–Tucker (KKT)
conditions.

• We formulate the max-min rate as a constrained optimiza-
tion problem in the uplink transmission scenario. To solve

the nonlinear optimization problem, we first convert it to
an equivalent conditional eigenvalue problem of nonlinear
Perron-Frobenius theory, and then propose an iterative
algorithm for solving the problem utilizing the theory.

• Finally, extensive numerical results are presented to in-
dicate the effect of system parameters on the sum rate,
minimum rate and fairness index, and also to show our
new findings.

The remainder of the paper is structured as follows. Section
II reviews the related works. The system model is introduced
in Section III. The problem formulations and solutions of these
two problems are presented in Sections IV and V, respectively.
Section VI provides the numerical results. Finally, Section VII
concludes the paper.

This paper will use the following notations. For any two
vectors a = [a1, ..., am]T and b = [b1, ..., bm]T with length m,
we say that a > b if ai > bi, for all i; a ≤ b if ai ≤ bi, for
all i, but a ̸= b; and a ≦ b if ai ≤ bi, for all i.

II. RELATED WORKS

In the UAV networks, the available works on the perfor-
mance studies mainly consider two scenarios with/without the
support of ground BSs.

1) UAV networks without BS: Many efforts have been
devoted to investigating the performances of such networks
such as rate, sum rate, max-min rate, coverage and energy
efficiency. Regarding the rate performances, the authors in [14]
jointly optimize source/relay power assignment and relay
trajectory to maximize the rate from source to destination in
a UAV network including a fixed source-destination pair and
a mobile UAV relay. By jointly optimizing the UAV height
and antenna beamwidth, the work in [17] aims at maximizing
the sum rate of a UAV network, where a flying UAV BS
equipped with a directional antenna serves multiple ground
UEs. Later, the sum rate maximization is studied via a joint
optimization of UAV trajectory and power assignment in a
multi-UAV network, where multiple UAVs are associated with
ground UEs [15]. The work in [18] considers simultaneous
uplink and downlink transmission networks, where one UAV
sends data to multiple access points (APs), and another UAV as
a flying BS collects data from ground sensor nodes (SNs). The
sum rate maximization is achievable via a joint optimization
of the UAV trajectory, communication scheduling, and UAV
AP/SN power assignment. By deploying a UAV as a flying
BS to assist a group of ground UEs, the work in [19] aims
at maximizing the minimum rate via a joint optimization of
the UAV trajectory, bandwidth and power assignment in a
UAV-assisted orthogonal frequency-division multiple access
network. The authors in [16] maximizes the minimum average
data collection rate from all SNs by a joint optimization of the
UAV trajectory and communication scheduling under more
practically accurate angle-dependent Rician fading channels.
The max-min rate optimization problem is studied by a joint
optimization of UAV height, antenna beamwidth, power and
bandwidth assignment for ground UEs in a UAV network
including a group of ground UEs and a single-antenna UAV
as a flying BS using nonorthogonal multiple access [21]. The
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work in [22] deploys multiple UAVs as flying BSs to assist
a group of ground UEs, and then explores the max-min rate
performance by a joint optimization of the UAV trajectory,
power assignment, multiuser communication scheduling and
association.

Regarding the performances of coverage, energy and com-
pletion time in such networks, a general framework is de-
veloped to explore the coverage probability performance of
a reference ground receiver using stochastic geometry [13].
In this study, UAVs are assumed to be uniformly distributed
in a finite area forming a uniform binomial point process.
To provide full wireless coverage of UAVs over a target
area, the author in [10] studies two fast UAV deployment
schemes: minimizing the maximum deployment delay among
all UAVs and minimizing the total deployment delay. For
the energy performance, the authors in [11] optimize the
UAV trajectory to maximize the energy efficiency in a UAV
network, where a UAV sends information to a ground UE,
and the energy efficiency is defined as the total rate divided
by the total UAV propulsion energy consumed. The work
of [11] is further extended to the scenario with a UAV and
multiple ground UEs, and the total energy consumption is
minimized by a joint optimization of the UAV trajectory,
communication time assignment among ground UEs and the
total mission completion time [20]. The mission completion
time is minimized by optimizing the UAV trajectory in a UAV-
enabled multicasting network, where a UAV sends a common
file to a group of ground UEs [12].

2) Cellular-enabled UAV networks: For the rate perfor-
mances, the work in [25] jointly optimizes the power assign-
ment of BSs and beamforming to maximize the rate from BS
to UAV using a divide-and-conquer approach in a downlink
cellular-enable UAV network, where the ground BSs serve
multiple UAVs and ground UEs, each UAV employs a single
antenna, and each BS is equipped with an antenna array with
fixed directional gain. By jointly optimizing the UAV’s cell
association and power assignment, the work of [27] aims to
maximize the weighted sum rate of the UAV and ground
UEs in an uplink transmission cellular-enabled UAV network
consisting a UAV, a set of ground UEs and multiple BSs.
With the help of a UAV relay, the sum rate is maximized
by optimizing power assignment of each ground UE and
UAV placement in the network with a UAV, multiple ground
UEs and BSs [28]. By deploying multiple UAVs, UEs and a
BS, the objective of [26] is to jointly optimize UAV speed
and channel assignment to maximize uplink sum rate. The
work in [23] indicates that the coverage performance can be
improved by properly setting UAV cache size and density in
a cellular-enabled UAV network. The work in [24] further
indicates that a minimum UAV’s mission completion time is
achievable by optimizing its trajectory in such a network. The
authors in [29] propose a spectrum sharing strategy to utilize
interference caused by spectrum reuse for enhancing secrecy
rate performance in cellular-enabled UAV networks. Recently,
the authors in [30] further propose a cooperative jamming
strategy for improving covert performance in terms of covert
rate and detection error probability in such networks, where
under the cooperative jamming, the idle D2D pairs can send
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Fig. 1. A cellular-enabled UAV swarm network model

artificial noise to confuse the detection of adversaries.

III. SYSTEM MODELS

A. Network Model

We consider an uplink cellular-enabled UAV swarm network
including a BS and a rotary-wing UAV swarm as shown in
Fig. 1. These UAVs have high manoeuvrability because they
can hover in a stationary position with the height HU , take off
and land vertically, and also fly in any direction. Such UAVs
have been widely used in various fields such as monitoring
traffic flow and fire, and providing local area communication
services. The locations’ distribution of these UAVs follows an
independent homogeneous Poisson point process (PPP) Φ with
intensity λU .

B. Directional Beamforming

As illustrated in Fig. 1, all UAVs and BS are equipped with
antenna array for directional data transmission via beamform-
ing operation. Suppose that the main beam of the array at
each UAV is directed towards the BS such that the antenna
gain keeps unchanged at a maximum value KU

M . Since the side
beam emits smaller power than the main beam, we consider
the side beam gain at the BS is a small value KB

S , while the
main beam gain depends on the antenna boresight direction.
According to [33], the main beam gain KB

M (ψ) at the BS is
expressed as

KB
M (ψ) = S0(τ)cos(ψ), (1)
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where τ and S0(τ) denote a directivity parameter and corre-
sponding maximum value, respectively. We use ψ and cos(ψ)
to denote the antenna radiation angle and radiation efficiency
between boresight direction and radiation one, respectively.
As shown in Fig. 1,

−−−→
o1VB denotes the boresight direction

vector and
−−−→
o1VU denotes the radiation vector from the antenna

position of the BS to a UAV Ui. Note that the main beam gain
KB
M (ψ) exhibits a symmetric feature along

−−−→
o1VB , and varies

with these two parameters τ and ψ.
Regarding the two unknown items S0(τ) and ψ in for-

mula (1), the S0(τ) is given by

S0(τ) =
4π

ΥA(τ)
. (2)

Based on [34], we further determine the ΥA(τ) as

ΥA(τ) =

∫ 2π

0

∫ π

0

Uτ (ψ)sin(ψ)dψdω,

=

∫ 2π

0

∫ π
2

0

cos(ψ)
τ

sin(ψ)dψdω,

=
π

2τ
. (3)

In this formula, Uτ (ψ) = cos(ψ)/τ represents the normalized
antenna radiation intensity. Because the back beam antenna
gain is negligible, we omit the effect of back beam, i.e.,
Uτ (ψ) = 0 when π ≥ |ψ| ≥ π/2. The main beam antenna
gain equals to half of the maximum antenna directivity gain
which is achievable when ψ = γ/2 such that Uτ (γ/2) = 0.5.
Here, γ represents the half-power beamwidth. Thus, we obtain

γ = 2arccos(0.5τ), (4)

where 2 > τ > 0. According to these two formulas (2)
and (3), we know that a bigger τ could result in a bigger
antenna directivity corresponding to a smaller beamwidth,
which means that the antenna main beam has a smaller
coverage range.

We proceed to determine the antenna radiation angle ψ.
Based on the dot product operation, ψ illustrated in Fig. 1 can
be determined as

ψ = arccos
−−−→
o1VB ·

−−−→
o1VU

|
−−−→
o1VB ||

−−−→
o1VU |

. (5)

Here, the dot · represents the notation of dot product operation,
and |

−−−→
o1VB | represents the square root of a vector

−−−→
o1VB . The

point o1 = (0, 0, HB) denotes a three-dimensional coordinate
of the antenna position equipped at the BS, where HB denotes
the height of the BS. The intersection point between

−−−→
o1VB

and a sphere with radius r and center o1 is denoted as
VB = (rcosµcosω, rcosµsinω, rsinµ + HB). The position
coordinate of UAV Ui is denoted as VU = (xU , yU , HU ).
Then, we have

−−−→
o1VB = (rcosµcosω, rcosµsinω, rsinµ) and−−−→

o1VU = (xU , yU , HU −HB).

C. Channel Model

Since UAVs hover in the air, the channels from UAVs to BS
probably exhibit the LoS characteristic. Thus, we consider the
channels for UAV communications belong to the LoS links.

However, this can also be extended to the situation non-line-
of-sight (NLoS) links, as long as we multiply the received
power of each NLoS link by an additional attenuation factor. A
general Nakagami-m fading and power law path loss are used
to model the LoS links. When a UAV i transmits information
to the BS, the received power Ri of the BS can be expressed
as

Ri = PiK
B(ψi)K

U
Mhi|Li|−α, (6)

where Pi is the transmit power of the UAV no more than
the maximum one Pm, hi is the fading coefficient of current
link from the UAV i to the BS, which follows a Nakagam-m
distribution with parameter m, |Li| is the link distance, α is
the path loss exponent, and KB(ψi) is the antenna gain with
radiation angle ψi. The antenna gain can be determined as

KB(ψi) =

{
KB
M (ψi) if 0 ≤ ψi ≤ γ,

KB
S if ψi > γ.

(7)

We assume that the network has N orthogonal equal-sized
resource blocks, each of which corresponds to a channel
with bandwidth W MHZ. Each UAV is randomly assigned
to a channel for information transmission. There exists mu-
tual interference among the UAVs using the same channel.
On the other hand, interference does not occur among the
UAVs reusing different orthogonal channels. Furthermore, we
consider the additive white Gaussian noise as channel one with
variance σ2.

D. Link Rate

According to the above the network model, directional
beamforming operation and channel model, we can calculate
the LoS link rate from UAV i to the BS as

ℜi =W log2(1 + SINRi(P, µ, ω,HB)). (8)

where ℜi denotes the link rate, P = [P1, ..., P|Φ|]
T denotes a

vector of transmit power, any element Pi denotes the transmit
power of UAV i, and |Φ| represents the number of UAVs in
our concerned network. Here, the signal-to-interference-plus-
noise ratio (SINR) received from a UAV i at the BS can be
given by

SINRi(P, µ, ω,HB) =
Ri

Ii + σ2
, (9)

where the interference from other UAVs except UAV i received
by the BS is denoted as Ii. We further determine Ii as

Ii =
∑

j∈Φ∗
i ,j ̸=i

PjK
B(ψj)K

U
Mhj |Lj |−α, (10)

where the set Φ∗
i consists of UAVs reusing the same channel

as UAV i.

IV. PROBLEM FORMULATION AND SOLUTION OF SUM
RATE MAXIMIZATION

To deal with the sum rate maximization problem, we first
formulate it as a constrained optimization problem, and present
an iterative algorithm to solve this optimization problem.
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A. Problem Formulation

The sum rate maximization aims to jointly optimize the
transmit power of each UAV and various antenna parameters
for maximizing sum rate of the concerned network, which
can be formulated as the following constrained optimization
problem.

max
µ,ω,HB ,P

∑
i∈Φ

ℜi, (11a)

s.t. 0 ≤ µ ≤ π, (11b)
0 ≤ ω ≤ 2π, (11c)
0 ≤ HB ≤ Hmax, (11d)
0 ≤ Pi ≤ Pmax, (11e)

where Pmax is the maximum transmit power for each UAV,
and Hmax is the maximum antenna height. Constraints (11b),
(11c) and (11d) define the range of the antenna parameters
such as the elevation angle µ, azimuth angle ω and antenna
height HB , and constraint (11e) gives the range of the transmit
power for any UAV i.

B. Solution of Sum Rate Maximization

The following Lemma 1 illustrates that the (11) is a concave
optimization problem.

Lemma 1: For each fixed setting of µ, ω and HB , the
objective function of (11a) with power constraint of (11e) is
a concave optimization problem.

Proof: Since each item (i.e., ℜi) in (11a) is a concave
function, the second derivative of the item with respect to P
is less than zero. Then, we know that the second derivative
of (11a) is also less than zero. Thus, (11a) is a concave
function of P, and then the Lemma 1 follows.

Using the KKT conditions for the optimization problem
in (11), we now can obtain a fixed point iteration written by
P = f(P) for some function f . For the concave objective
function in (11a), when the first derivation of (11a) equals to
zero, we can obtain Pi.

Pi(β + 1) = min{Pi(β), Pmax}, (12)

where Pi(β) denotes the value of Pi in the βth iteration.
Based on the above iteration equation, we further propose

the following Algorithm 1 for solving the optimization
problem.

Algorithm 1 Solution of sum rate maximization:

1. Input: Given the values of the following parameters: HU ,
W , KB

S , KU
M and σ2.

2. Output: Maximum sum rate Tm.
3. Initialize Tm = 0, β = 0, Pi(β) = Pmax, and step size λµ

, λω and λH .
4. for µ = 0; µ ≤ π; µ = µ+ λµ do
5. for ω = 0; ω ≤ 2π; ω = ω + λω do
6. for HB = 0; HB ≤ Hmax; HB = HB + λH

do

7. Repeat to update Pi(β+1) of each UAV i
utilizing (12) until convergence.

8. Calculate sum rate ℜ(P(β + 1)) defined
in (11a).

9. if Tm < ℜ(P(β + 1)) then
10. Tm = ℜ(P(β + 1)).
11. end if
12. end for
13. end for
14. end for

V. PROBLEM FORMULATION AND SOLUTION OF MAX-MIN
RATE

This section first gives the problem formulation for the max-
min rate, and then proposes an algorithm to solve the problem.

A. Problem Formulation

The goal of max-min rate is to maximize the minimum
link rate, which ensures the rate allocation fairness among
different links. It can be modeled as the following optimization
problem.

max
θ,φ,HB ,P

min
i∈Φ

ℜi, (13a)

s.t. 0 ≤ µ ≤ π, (13b)
0 ≤ ω ≤ 2π, (13c)
0 ≤ HB ≤ Hmax, (13d)
0 ≤ Pi ≤ Pmax, (13e)

where (13a) guarantees the fairness, and the constraints are
the same as these of (11).

B. Solution of Max-Min Rate

The optimization problem of max-min rate in (13) is equiv-
alent to maximizing an additional variable Z that is a lower
bound for each rate. Thus, we have

max
θ,φ,HB ,Pi

Z, (14a)

s.t. ℜi ≥ Z, for all i (14b)
(13b), (13c), (13d) and (13e).

To solve it, we first give the follow Lemma.
Lemma 2: For each fixed setting of µ, ω and HB , we denote

by Z∗ and P∗ the optimal value and optimal solution of (14).
We have that Z∗ > 0, P∗ > 0 and when P = P∗, ℜi = Z∗,
for all i ∈ Φ.

Proof: From (8), we know that when P > 0, ℜi > 0 and
when P = 0, ℜi = 0. Since each UAV transmits message to
the BS with transmit power P > 0 satisfying the constraint
of maximum transmit power Pmax, we can obtain that the
objective function in (13a) is a positive value, i.e., Z∗ > 0.
Thus, both the optimal value Z∗ and optimal solution P∗ are
two positive values.

Suppose that we can find some i, there are P = P∗ and
ℜi > Z∗, it implies that the optimization problem has an
optimal value Z = Z

′
more than Z∗. This contradicts that Z∗

is optimal. Thus, when P = P∗, ℜi = Z∗, for all i ∈ Φ.
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We define a vector F(P∗) = [F1(P∗), ..., F|Φ|(P∗)]T, any
element of which Fi(P∗) =

P∗
i

ℜi
. Based on Lemma 2, we obtain

the following fixed point equation

P ∗
i

Z∗ = Fi(P∗). (15)

We can express F(P∗) = AP∗, where A is a |Φ| × |Φ|
irreducible nonnegative matrix. This means that the solution
of (14) (and also (13)) equivalent to that of the conditional
eigenvalue problem [35], which aims to find Z∗ and P∗ such
that

P∗

Z∗ = F(P∗). (16)

By iterating and scaling of power P, we can obtain the
optimal Z∗ and P∗ of (16). In the iterative process, P∗(β+1) =
F(P∗(β)), where P∗(β + 1) denotes the (β + 1)th iteration
vector of P∗ [36]. We use ϕ(P) denote the scale function of
P, which is defined as

ϕ(P) = max{x ≥ 0 : xPi ≤ Pmax for all i}, (17)

where ϕ(P) = 0 only when P = 0. Note that we select the
scale function ϕ(P) such that new power vector ϕ(P)P is the
largest feasible solution along the direction of P.

Therefore, we can summarize the solution of max-min rate
in Algorithm 2.

Algorithm 2 Solution of max-min rate:

1. Input: Given the values of the following parameters: HU ,
W , KB

S , KU
M and σ2.

2. Output: Z∗ and P∗.
3. Initialize β = 0, P(β) > 0, Z∗ = 0 and step size λµ , λω

and λH .
4. for µ = 0; µ ≤ π; µ = µ+ λµ do
5. for ω = 0; ω ≤ 2π; ω = ω + λω do
6. for HB = 0; HB ≤ Hmax; HB = HB + λH

do
7. Update transmit power P(β + 1):

Pi(β + 1) = Fi(P(β)) for each UAV i.
8. Calculate the value of scale function

ϕ(P(β + 1)):
ϕ(P(β + 1)) = Pmax

m{Pi(β+1) for all i} .
9. Scale transmit power P(β + 1):

Pi(β+1) = ϕ(P(β+1))Pi(β+1) for each
UAV i.

10. Repeat the above update and scale opera-
tions of transmit power until convergence.

11. Calculate each link rate ℜi according to (8).
12. Calculate minimum rate Zt = min

i∈Φ
ℜi.

13. if Z∗ < Zt then
14. Z∗ = Zt and P∗ = P.
15. end if
16. end for
17. end for
18. end for

Finally, we give the following Theorem presented in non-
linear Perron-Frobenius theory [35], which guarantees that
the conditional eigenvalue problem of (16) has only one

solution corresponding to that of transmit power vector in the
Algorithm 2.

Theorem 1: For F(P), suppose the following conditions
hold: (1) there exist two positive numbers a, e, and a vector
g > 0, we have ag ≦ F(P) ≦ eg, for each P satisfying the
maximum power constraint in (13b); (2) for any power vectors
P and V, and 0 ≤ x ≤ 1: if xP ≦ V, then xF(P) ≦ F(V),
and for x < 1, if xP ≤ V, then xF(P) ≤ F(V). Then F(P)
has the following properties:

(1) There exists a unique nonzero solution Z∗ at P∗ in the
conditional eigenvalue problem of (16).

(2) Given any P(0) ≧ 0 and ϕ(P(0)) > 0, the power vector
P(β) converges to P∗.

According to [35], Theorem 1 holds for F(P) that is positive
and concave vector. Specially, when F(P) is concave, the
Algorithm 2 can converge to a global optimal solution of the
optimization problem in (14) (and also (13)). Hence, we give
the following Lemma.

Lemma 3: F(P) is positive and concave.
Proof: (1) We first prove that F(P) is positive.

Fi(P) =
Pi

ℜi(P)

=
Pi

W log2
(
1 + SINRi(P, µ, ω,HB)

)
=

Pi

W log2
(
1 +

PiKB(ψi)KU
Mhi|Li|−α∑

j∈Φ∗,j ̸=i PjKB(ψj)KU
Mhj |Lj |−α+σ2

) .
(18)

Calculate the partial derivative of Fi(P) with respect to Pj
under two cases of i ̸= j and i = j.

When i ̸= j, we have
∂Fi(P)
∂Pj

=

P 2
i K

B(ψi)(K
U
M )2hi|Li|−αKB(ψj)hj |Lj |−α

W ln(2) log22(υ)υ
(∑

j∈Φ∗,j ̸=i PjK
B(ψj)KU

Mhj |Lj |−α + σ2
)2

> 0, (19)

where υ = 1 + SINRi(P, µ, ω,HB).
When i = j, we have

∂Fi(P)
∂Pj

=
1

W log22(υ)

(
log2(υ)−

υ − 1

ln(2)υ

)
. (20)

Define f(υ) = log2(υ)− υ−1
ln(2)υ . Take the derivation of f(υ)

with respect to υ, we have

f
′
(υ) =

υ − 1

ln(2)υ2
. (21)

Since υ > 1, f
′
(υ) > 0, f(υ) is an increasing function.

Since f(1) = 0, f(υ) > 0 when υ > 1. Thus, ∂Fi(P)
∂Pj

> 0,
where i = j.

Since F(0) = 0 and ∂Fi(P)
∂Pj

> 0 under the two cases of
i ̸= j and i = j, we obtain that F(P) is positive for P ≥ 0.

(2) We now prove that F(P) is concave function.
We utilize the result from [37]: Suppose H: Rm → R,

C ∈ Rm×n, d ∈ Rm, k ∈ Rn and g ∈ R. Here, Rm denotes
m dimensional Euclidean space. Define M : Rn → R by

M(x) = (kT x + g)H((Cx + d)/(kT x + g)) (22)
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with dom(M) = {x|kT x + g > 0, (Cx + d)/(kT x + g) ∈
dom(H)}, where dom(M) represents the domain of function
M . Then if H is concave, M is also concave.

Consider H(z) = z
log2(1+z)

where z > 0. We now prove
that H(z) is a concave function, which is equivalent to proving
that the second derivation of H(z) is less than zero.

We calculate the second derivation of H(z) with respect to
z.

H
′′
(z) =

2z − ln(2)(2 + z) log2(1 + z)

ln2(2)(1 + z)2 log32(1 + z)

<
2z − (2 + z) log2(1 + z)

ln2(2)(1 + z)2 log32(1 + z)
, (23)

where since 0 < ln(2) < 1, (23) follows. Define L(z) =
2z − (2 + z) log2(1 + z), we need to show that L(z) < 0.

Now, we prove that L(z) is a decreasing function. Take
derivation of L(z), we have

L
′
(z) = 2− 2 + z

ln(2)(1 + z)
− log2(1 + z)

< 2− 2 + z

(1 + z)
− log2(1 + z)

= − log2(1 + z) +
z

1 + z
. (24)

Define J(z) = − log2(1+ z) + z
1+z . Take the derivation of

J(z), then

J
′
(z) = − z

(1 + z)2
< 0. (25)

Thus, J(z) is a decreasing function.
Since J(0) = 0, J(z) < 0 when z > 0. Thus, L

′
(z) < 0.

We further obtain L(z) is a decreasing function and L(0) = 0.
Thus, L(z) < 0 when z > 0.

Based on L(z) < 0, we obtain H
′′
(z) < 0 when z > 0.

Therefore, H(z) is a concave function.
We now rewrite SINRi defined in (9) as

SINRi(P, µ, ω,HB) =

Pi∑
j∈Φ∗,j ̸=i

PjKB(ψj)hj |Lj |−α

KB(ψi)hi|Li|−α + σ2

KB(ψi)KU
Mhi|Li|−α

=
Pi

(SP + O)i
, (26)

where S is a |Φ∗|×|Φ∗| nonnegative matrix, each element Sij
of which is

Sij =

{
0, if i = j,
PjK

B(ψj)hj |Lj |−α

KB(ψi)hi|Li|−α , if i ̸= j,
and O is a |Φ∗| × 1 column vector, each element of which is
equal to σ2

KB(ψi)KU
Mhi|Li|−α .

Let m = 1, C = eTi , d = 0, kT denote the ith row of S,
x = P, and g = σ2

KB(ψi)KU
Mhi|Li|−α . Here, ei denotes the ith

unit vector. According to the above result from [37], we obtain
that Fi(P) (and thus F(P)) is concave.

Therefore, by the iterative process in Algorithm 2, it follows
from Theorem 1 that the Algorithm 2 can converge to a global
optimal solution of the optimization problem in (14) (and
also (13)).

TABLE I
SYSTEM PARAMETERS

Parameters Values
Network area 3.6×105 m2

UAV density λU 10−4 UAVs/m2

UAV height HU 300 m
Maximum UAV transmit power Pmax 500 mW
Number of channels N 10
Channel bandwidth W 100 MHZ
Maximum antenna height Hmax 120 m
Antenna directivity parameter τ 1
Antenna side beam gain KB

S -20dB
Channel path loss exponent α 2
Channel noise power σ2 -90 dBm
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Fig. 2. Effect of τ on sum rate.

VI. NUMERICAL RESULTS

This section presents numerical results for evaluating the
performances of cellular-enabled UAV swarm networks like
sum rate, minimum rate and fairness index using Algorithms
1 and 2. The fairness index is used to measure the fair-
ness of rate allocation among links [38], which is given by

(
∑

i∈Φ ℜi)
2

|Φ|
∑

i∈Φ (ℜi)2
. Here, |Φ| is the number of links as well as

the number of UAVs, and the value of fairness index is in
the interval [0, 1], where a small value means that the rate
assignment is poor fairness. We will indicate the effect of
various system parameters on the performances under the sum
rate maximization and max-min rate problems. The system
parameters are set in Table I, unless otherwise specified. We
use PPP only to illustrate the maximum sum rate and max-
min rate performances under our optimization problems and
the related algorithms. Note that our proposed optimization
problems and algorithms can also be applied to the situation
that the locations’ distributions of the UAVs are in a non-
Poisson manner.

A. Effect of τ On Performances

We first explore the effect of the antenna directivity pa-
rameter τ on the three performance metrics. Fig. 2 shows the
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effect of τ on the sum rate under these two problems. We
observe that when τ increases, the sum rate experiences first
growth and then decrease under the sum rate maximization
problem, while it almost keeps a constant under the max-min
rate problem. We explain the reason as follows. According
to formula (4), an increase of τ results in an decrease of
the antenna beamwidth γ. This means that a smaller τ is
associated with a bigger γ which covers a larger area where
more UAVs hover. We further know from formulas (1), (2)
and (3) that an increase of τ also results in the increase of the
antenna main beam gain KB

M (ψ) at the BS. The phenomenon
will incur the increase of more link rates. As a result, the
sum rate increases when τ increases. When τ is more than a
threshold, more UAVs are in the coverage area of the signal
from the antenna side beam with a very small gain. Thus,
the sum rate decreases as τ increases. Regarding the max-min
rate problem, as τ increases, each UAV can adjust its transmit
power such that each link rate is the same for guaranteeing the
best fairness of rate assignment among different links. Thus,
the sum rate is almost unchanged under the max-min rate
problem.

Regarding the effect of τ on the minimum rate, we can
obtain that the minimum rate almost keeps a constant, i.e.,
0.0005 Mbits/s/HZ under the sum rate maximization problem,
and 19 Mbits/s/HZ under the max-min rate problem. It can
be explained as follows. Under the sum rate maximization
problem, more resource like transmit power is assigned to the
better links while the worse links get less resource for the
purpose of sum rate maximization, which leads to a very small
minimum rate for each setting of τ , while under the max-
min rate problem, each link has the same rate for achieving
best fairness of rate assignment among different links. For the
effect of τ on the fairness index, we obtain that under the sum
rate maximization problem, the fairness index is approximately
0.05, which indicates that the assigned different link rates are
very unfair. Under the max-min rate problem, a best fairness
is achievable whose value approaches 1.

These results demonstrate that both the optimization prob-
lems are suitable for various application scenarios according
to their different requirements with sum rate and fairness.

B. Effect of HU On Performances

Fig. 3 shows the effect of UAV height HU on the sum rate
under both the optimization problems. It can be seen from
Fig. 3 that as HU increases, the sum rate increases from 6255
Mbits/s/HZ when HU = 130 m to 6281 Mbits/s/HZ when
HU = 170 m, then keeps unchanged from HU = 170 m to
250 m, and finally decreases under the sum rate maximization
problem. It is due to the following reason that the increase
of HU exhibits two-fold effect on the sum rate. On the one
hand, a higher HU results in a larger coverage of antenna
main beam at BS, and thus a higher antenna gain. On the
other hand, it also results in a higher path loss. When HU

is low, the positive effect of the former on each link rate is
more than the negative effect of the latter, and thus the sum
rate increases with HU . HU further increases, both the former
and latter have the same effect on each link rate, and thus
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Fig. 3. Effect of HU on sum rate.
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Fig. 4. Effect of Pmax on sum rate.

the sum rate keeps unchanged. HU proceeds to increase, the
negative effect is greater than the positive one, and thus the
sum rate decreases. Another observation from Fig. 3 illustrates
that under the max-min rate problem, each link rate is the same
via UAV transmit power control with the purpose of achieving
fairness, and hence the sum rate is a constant.

Regarding the effect of HU on the minimum rate, we
obtain that the minimum rate almost keeps a constant, i.e.,
0.0004 Mbits/s/HZ under the sum rate maximization problem,
and 19 Mbits/s/HZ under the max-min rate problem. This
indicates that although sum rate is very high under the sum
rate maximization problem, the fairness is very poor, which
is measured by fairness index almost equal to 0.05. On the
contrary, the minimum rate with different settings of HU is
the same under the max-min rate problem, and corresponding
fairness index is very close to 1, which demonstrates that the
fairness is very good.
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Fig. 5. Effect of Hmax on sum rate.

C. Effect of Pmax On Performances

We proceed to explore the effect of maximum UAV transmit
power Pmax on the performance metrics. The Fig. 4 is used
to show the effect of Pmax on the sum rate. As shown
in Fig. 4, when Pmax increases, the sum rate exhibits fast
increasing trend at first and then slow one. The reason behind
the phenomenon can be summarized as follows. The maximum
UAV transmit power increases with Pmax for improving the
sum rate performance. An increase of relative small maximum
transmit power can result in an increase of each link rate,
while an relative big maximum transmit power can cause the
interference among links, which results in an decrease of the
increasing speed for each link rate. Another observation of
Fig. 4 shows that under the max-min rate problem, the sum
rate is a constant since each UAV can control its transmit
power to achieve fair link rates.

Regarding the effect of Pmax the minimum rate, We obtain
that for the max-min rate optimization problem, the minimum
rate almost keeps a constant 41 Mbits/s/HZ, while for the sum
rate optimization problem, it is very close to 0. This is because
the rate fairness is very poor under the sum rate optimization
problem, which is measured by fairness index almost equal to
0.18. Meanwhile, the max-min rate optimization problem has
very good rate fairness whose fairness index is almost equal
to 1.

D. Effect of Hmax On Performances

Finally, we explore how the effect of maximum antenna
height Hmax on the performance metrics. The results in Fig. 5
show the effect of Hmax on the sum rate. We see that the sum
rate increases with the increase of Hmax under the sum rate
maximization problem. The reason is that as Hmax increases,
we can reduce the path loss from each UAV to the antenna
by increasing the optimal antenna height, which results in the
increase of sum rate. Another observation of Fig. 5 indicates
that the sum rate keeps a constant under the max-min rate

problem. It is because each link has the same rate via UAV
transmit power control for achieving the rate fairness.

Regarding the effect of Hmax on the minimum rate, we
obtain that the minimum rate almost keeps a constant. Note
that the minimum rate is 0 under the sum rate maximization
optimization problem. This demonstrates that the rate fairness
is very poor under such an optimization problem. Thus, the
fairness index is very small, which is almost equal to 0.18. We
can also obtain that the max-min rate optimization problem
can achieve very good rate fairness since the fairness index is
very close to 1.

VII. CONCLUSION

This paper studied the fundamental rate performances in
the cellular-enabled UAV swarm networks. We formulated
them as two optimization problems subject to the constraints
of UAV transmit power and the antenna parameters. Using
KKT conditions and Perron-Frobenius theory, we proposed
two iterative algorithms for maximizing the sum rate and
minimum rate by jointly optimizing the UAV transmit power
and the antenna parameters.

The numerical results reveal that we can find an optimal
antenna beamwidth for achieving maximum sum rate, and
increasing maximum UAV transmit power also increases sum
rate under the sum rate maximization problem. However, it
can also result in poor rate fairness. Contrarily, the max-
min rate problem can guarantee good rate fairness with al-
most the same link rates, but it cannot ensure the sum rate
performance. Therefore, our research is expected to satisfy
different requirements with sum rate and rate fairness in future
various applications of such networks. An interesting research
direction is to explore the performances in the scenarios with
different UAV heights in our future works.
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