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QoE-Oriented Adaptive SVC Decoding in DVB-T2
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Abstract—Associating DVB-T2 and Scalable Video Coding
(SVC) constitutes an efficient way for broadcasting added-value
video services, such as HDTV and 3D TV, to end-users. The
ultimate objective of this new approach of broadcasting video
services is to ensure high Quality of Experience (QoE) for end
users. Whilst Quality of Service (QoS) is the collective effect
of performance that determines the degree of satisfaction of
a user of a service, QoE reflects more accurately the user
experience, as it is based on human perception when evaluating
the video quality. Maximizing user QoE is thus becoming a
crucial requirement when deploying new broadcast platforms for
the provisioning of high quality video services. The contributions
of this paper are two-fold. At first, we introduce a reference-
less QoE measurement tool dedicated to SVC coding. Based on
a learning function, this tool is able to learn the non-linear
relationship between parameters affecting video quality and
perceived user QoE. According to several experiments carried
out using this tool, we demonstrate that decoding all SVC
layers is not always efficient to achieve high user QoE, mostly
when SVC enhanced layers experience packet losses. For the
sake of maintaining a good QOE, it is worthwhile withdrawing
enhanced layers experiencing packet losses and not displaying
them to end-users. Based on this observation, we propose a
QoE-Based Adaptive SVC Decoding (QoE-BASD) algorithm that
assists a video receiver to select the appropriate SVC layers
for video decoding in order to maximize QoE. We evaluate the
performance of the proposed solution: (i) analytically, by using
discrete Markov Chains to model the proposed solution; and (ii)
via OPNET-based computer simulations. The obtained results
are encouraging, and illustrate the gain achieved by QoE-BASD
when compared to the conventional approach.

Index Terms—DVB-T2, QoE, SVC, video broadcast.

I. INTRODUCTION

ECENT trend in video distribution is the use of scal-

ability coding to handle user heterogeneity in terms of
user’s terminal capacities (e.g., screen resolution and CPU) and
network connection speed. Indeed, video scalability encodes
the video in multiple separated layers, which enable a large
number of users with heterogeneous capability to view any
desired video stream from anywhere [1]. In order to achieve
video encoding scalability, the H.264/MPEG-4 AVC video
compression standard [2], [3] proposes the Scalable Video
Coding (SVC) extension, which takes advantage of layered
approach already known from previous experiences related to
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different video coding approaches [4]. SVC supports three fun-
damental types of scalabilities: spatial, temporal, and quality
(Signal-to-noise ratio NR). Usually, SVC stream includes one
base layer and one or several enhancement layers. The removal
of an enhancement layer still lead to acceptable quality of the
decoded video at reduced temporal or spatial SNR. The base
layer is conforming to existing H.264/AVC profile, ensuring
backward compatibility with existing receivers. SVC offers
the possibility to constitute a set of layer combinations to
create the video streams, which allow to target different
spatial as well as temporal dimensions to be aware of user
environment. Accordingly, SVC offers a flexible solution for
the content provider, (such as TV broadcasters, VoD providers,
and Catchup TV channels) to manage, store, and distribute
several video formats toward multiple kinds and scales of
terminals, and over different and transient access technologies
to reach the end user.

On the other hand, DVB-T2 [5] is the newly standard for
digital video broadcasting that aims at replacing the DVB-
T (i.e., the first generation of the terrestrial broadcasting
standard) for broadcasting terrestrial television. Based on
advances made in digital signal processing, and specifically in
channel coding, DVB-T2 brings a new flexibility in services’
broadcasting with an increased transfer capacity of 50%, when
compared to DVB-T. Besides using the Coded Orthogonal
Frequency Division Multiplexing (COFDM) in order to be
more robust against multipath channels [6], the DVB-T2 phys-
ical layer data channel is divided into logical entities called
Physical Layer Pipes (PLP). Each PLP carries one logical
data stream that could be an audio-visual multimedia stream
along with the associated signaling information, or hierarchical
video streams which can address at the same time different
qualities. The PLP architecture is designated to be flexible so
that arbitrary adjustments of robustness and capacity can be
easily done. Thus, using different PLPs enables broadcasting,
on a single radio channel, multiple services, or groups of
services, with different channel coding and modulation set-
tings. Broadcasting several service components over the same
channel has thus become possible, with differentiated levels of
robustness, which was not possible with the previous DVB-
T standard or other broadcasting technologies [7]. Using this
new capability allows handling users’ channel diversity, where
users with good channel condition can decode all PLPs and
access to high quality contents, while users with poor channel
conditions (such as mobile terminals) can decode only robust
PLP but at least can access the lowest service quality; i.e.,
in case of DVB-T all services are lost. Needless to say that
associating SVC with DVB-T2 can easily address the problem
of broadcasting added value services to high number of users,
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despite their radio environments and terminal capabilities,
which represent an interesting solution for operators [8]. In
fact, the hierarchical physical layer provided by DVB-T2 can
be easily combined with hierarchical video coding features
proposed by SVC [9]. Thus, each SVC layer is broadcasted
through different PLPs. The base layer is sent through the
most robust PLP, usually PLPO. The enhanced layer is sent
through other PLPs, which use less robust physical modula-
tion, but allow using higher data rates. Thus, stations with good
physical channel conditions can decode all the SVC layers and
benefit from high video quality, while users with poor channel
conditions can at least decode the base layer and benefit from
acceptable quality.

Apart of the work presented in [10], most of related research
works on SVC and DVB-T2 have focused on exploiting
each technology separately. In [10], the authors discuss the
deployment of SVC in DVB-T2, and particularly concentrate
on providing optimal usage of DVB-T2 features from SVC’s
point of view. In addition, they provide modifications to the
error protection mechanism, at the physical layer, in order to
improve users’ experience. Besides considering only physical
layer enhancements, the authors employed the Picture Signal
Noise Ratio (PSNR) tool to calculate user perception, which
is known for its lack of efficiency to reflect user’s Quality of
Experience (QoE).

In this paper, we further concentrate on the enhancement
achieved, at the user side, when associating SVC and DVB-T2.
We concentrate on user’s experience, in terms of QoE, as the
main criteria for evaluating this association, and demonstrate
how QoE can help optimizing this association for providing
context-aware video services to an end-user through the broad-
cast channel. The contributions of this paper are two folds:
(i) introducing a new QoE measurement tool for SVC, called
Pseudo-Subjective Quality Assessment (PSQA); (ii) proposing
a QoE-Based Adaptive SVC Decoding (QoE-BASD) algo-
rithm that helps a video receiver to select the appropriate
SVC layer for video decoding in order to maximize QoE.
In addition, we model the behavior of the proposed QoE-
BASD scheme through a Time Discrete Markov Chain aiming
at analytically analyzing the performance of this mechanism.
It shall be noted that QoE-BASD does not need any feedback
or signaling messages to work, which make it compliant with
unidirectional technologies such as DVB-T2.

The remainder of this paper is organized in the following
fashion. Section II presents the concept of user’s QoE. Sec-
tion III gives some details on the Pseudo-Subjective Quality
Assessment (PSQA) tool, which is used to monitor user’s
QoE in case of using SVC. Section IV introduces the concept
of QoE-BASD and the Markov model used to analytically
evaluate QOE-BASD. Section V presents the simulation model
and discusses the obtained results. The paper concludes in
Section VL.

II. QOE MEASUREMENT APPROACHES:
STATE OF THE ART

QoE is defined in [11] as the overall acceptability of
an application or service, as perceived subjectively by the
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Fig. 1. ITU standard scales for subjective test methods.

end use. Quality of Service (QoS) is defined in [12] as the
collective effect of performance which determines the degree
of satisfaction of a user of the service. In telecommunications,
QoS is usually a measure of performance of the network itself.
QoE instead focuses on the overall experience of the user.
It depends on the global system behavior, going from the
source of the services until the user, including the content
itself and the network performance [13][14][15]. There are
several factors that can influence QoE for video applications.
Characteristics, such as frame rate of a video stream, may
impact the fluidity of the video: a lower frame rate means
chopiness that can degrade the perceived quality. Spatial video
resolution is another significant factor: depending on the
limitations of the end device, users may prefer the highest
available resolution. Another important factor related to the
video quality is the Quantization Parameter (QP). In fact, this
parameter relates to the compression of a video stream. Thus,
during compression, some amount of information is thrown
away and this will introduce certain distortion in the video
that may, in turn, have an impact on QoE.

In addition to the preceding remarks, the type of video content,
itself, may have significant importance. For example, a video
of a news reader might have low frame rate requirements, but
higher quantization requirements. On the other hand, a fast
moving video, such as that of Formula One racing coverage,
requires higher frame rates to ensure good QoE. The network
used to provide the service can significantly impact the video
quality. For example, packet losses can strongly degrade the
video’s perceived quality. Delays and jitter in the network may
incur, first, a long initial delay before a video can start to
play, and then, play-out disruptions and eventual data losses
because of the video packets that miss the play-out deadline. In
addition, other parameters, such as network bandwidth, impose
limitations on the video characteristics because some quality
of the video will get downgraded, either by lowering the frame
rate or by using more compression, to accommodate the video
with the available bandwidth.

Depending on the method used to evaluate user QoE, QoE
measurement tools can be classified into two categories. The
first class is based on subjective evaluation tests while the
second class is based on objective evaluation (signal pro-
cessing algorithm). Subjective evaluation tests are based on
personal evaluation of users, where a panel of selected persons
rate video sequences. The output of these tests is a Mean
Opinion Score (MOS), where different scales can be used
as specified by the ITU-R, as shown in Fig. 1. Indeed, the
ITU-R recommendation BT.500-10 formalizes the subjective
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test procedure by introducing several experimental conditions,
such as viewing distance and viewing conditions. Although
subjective tests are highly accurate in estimating users’ QoE,
their preparation and execution are costly and time consuming.
Furthermore, they cannot be used in real-time or automatically.

Objective quality evaluations, on the other hand, are algo-
rithms and formulas (i.e., generally signal processing algo-
rithms) that measure, in a certain way, the quality of a video
stream. Objective video quality metrics range from very simple
metrics to very complex ones [16] (e.g., metrics based on hu-
man vision systems (HVS)). Objective quality metrics can be
further classified into three different categories, namely Full-
Reference (FR), Reduced-Reference (RR) and No-Reference
(NR), based on the amount of information available for com-
parison with the original content. Full- and reduced reference
mechanisms are mainly used to evaluate video quality in non
real-time scenarios where both the original video reference (or
reduced data set) and the distorted video are available.

The PSNR metric is one of the most widely used full-
reference metrics for objective video quality assessment,
thanks to its simplicity and its low computational require-
ments. It calculates the ratio between the maximum value of
a signal and the background noise. PSNR is used because of
its physical significance and simplicity but the performance
of this metric is quite poor, as it usually does not correlate
well with subjective scores. Also, it is difficult to reliably
derive MOS from this metric, despite the existence of heuristic
mappings of PSNR to MOS. The Structural Similarity (SSIM)
approach [17] provides an alternative and complementary way
to tackle the problem of video quality assessment. It is based
on a top-down assumption that HVS is highly adapted for
extracting structural information from the scene, and hence a
measure of structural similarity should be a good approxima-
tion of perceived image quality. Nevertheless, the SSIM index
achieves the best performance when applied at an appropriate
scale (i.e., viewer distance/screen height). Calibrating the pa-
rameters, such as viewing distance and picture resolution, rep-
resents an important challenge for this approach. Video Quality
Metric (VQM) [18] is a standardized method for objectively
measuring video quality by making a comparison between the
original and the distorted video sequences based only on a
set of features extracted independently from each video. The
algorithm used by VQM measures the perceptual effects of
several video impairments, such as blurring, jerky/unnatural
motion, global noise, block distortion, and color distortion.
These measurements are combined into a single metric that
gives a prediction of the overall quality. For more details on
FR methods reader can refer to [17]. Despite their efficiency in
evaluating the video quality, FR methods are only applicable
when the original video sequence is available. This constitutes
a limitation when there is a need to evaluate QoE in real-time
at the decoder side. To address such situation, NR methods
have been proposed. The main goal of NR methods is to
create an estimator based on the proposed features that would
predict the MOS of human observes, without using the original
image or sequence data. Furthermore, since the model does not
require any comparison of signals, the calculations can be per-
formed in near real-time. Previously introduced NR methods
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do not estimate the overall user quality but estimate the degree
of blockiness [19], which is the most prominent artifact of
block-DCT based compression methods such as H.26x, MPEG
and their derivatives. To increase the estimation accuracy,
work in [20] uses the bit-stream information which depends
on the compression algorithm. Such method suffers from the
fact that it cannot differentiate video quality degradation from
features of the video itself and those introduced by the network
(e.g., loss and delay). Other NR methods incorporate network
information to enhance the user quality prediction. The ITU
recommendation ITU G.1070 [21] (known also as opinion
model) is a NR model which uses the bit rate and frame
rate of the compressed video along with the expected packet
loss rate of the channel to predict the quality video. Work
in [22] showed that it is possible to enhance this model and
make it more precise by replacing, for example, packet loss
rate with packet loss event rate. A further extension of this
mechanism is proposed in [23]. Pseudo Subjective Quality
Assessment (PSQA) [24] is a quality assessment tool that is a
hybrid between subjective and objective evaluation techniques.
PSQA belongs to the category of NR approaches by allowing
evaluating the video quality in real-time without requiring the
original video sequence. A comparison between PSQA and
other QoE metrics tools is presented in [25]. The following
section gives more details on PSQA and how it can be adapted
to evaluate the SVC video quality.

III. PSEUDO SUBJECTIVE QUALITY ASSESSMENT (PSQA)
A. PSQA Principle

PSQA is built on the idea of doing subjective tests for
several distorted videos and uses the results of this evalu-
ation to teach a learning function the relation between the
parameters that cause the distortion and the perceived quality
(see Fig. 2). The procedure consists of choosing a set of P
parameters (selected a priori), which may have an impact on
the perceived quality. For example, we can select the video
codec used, the packet loss rate of the network, the mean
loss burst size, the end-to-end delay and/or Jitter. Let this
set be denoted as P = {A}, Ay, ..., A,}. Once these quality-
affecting parameters are defined, it is necessary to choose a
set of representative values for each, together with an interval
where the parameter is bounded, according to the conditions
under which we expect the system to work. The number of
values to choose for each parameter depends on the range of
the chosen interval and on the desired precision. For instance,
if we consider the packet loss rate as one of the parameters,
and if we expect its values to range mainly from O to 5%,
we could use 0, 1, 2, 5 and perhaps also 10% as the selected
values. In this context, we call a configuration a set denoted
as Q = {vy, va, ..., v}, whereby v; is one of the chosen values
for parameter p;. The total number of possible configurations
is usually large. Therefore, the next step is to select a subset
of S configurations to be subjectively evaluated. This selection
may be done randomly, but it is important to cover the points
near the boundaries of the configuration space. Mathematically
speaking, the corresponding sampling sequence is called a
low-discrepancy one. It is then not necessary to use a uniform
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Fig. 2. PSQA methodology.

distribution. Instead, there is a need to sample more points in
the regions near the configurations which are most likely to
happen during normal use, or the ones considered as the most
important configurations. Once the configurations have been
chosen, we build a set of ‘distorted samples’, that is, samples
resulting from the transmission of the original media over the
network under the different chosen configurations. For this,
we use a testbed or a network simulator, or a combination of
both.

We subsequently select a set of M media samples (5,,), m =
1, ..., M, for instance, M short pieces of video (i.e., subjective
testing standards recommend the usage of sequences of an
average duration of 10s). We denote the set of S configurations
already sampled by {,....Q2s} where Qg = {vs1, ..., Usp}, Usp
being the value of parameter A, in configuration 5. From
each sample §; we build a set of samples {51, ..., §;s} that
have encountered varied conditions when transmitted over the
network in the following manner: sequence ;g is the sequence
that arrived at the receiver when the sender sent §; through the
source-network system where the P chosen parameters had the
values of the configuration Qg. Since the distorted samples
are generated, a subjective test is carried out on each received
piece §;s. After statistical processing of the answers (designed
for detecting and eliminating bad observers, that is, observers
whose answers are not statistically coherent with the majority),
the sequence §;5 receives the value p;g (often, this is a MOS).
The idea is then to associate each configuration Q25 with the
value:

1 M
M Z/J/mS (1)
m=1

At this step, there is a quality value associated with each
configuration Q5. We now randomly choose S| configurations
among the S available configurations. These, together with
their values, constitute the Training Database. The remaining
S, = §—S) configurations and their respective values constitute
the Validation Database, reserved for further (and critical) use
in the last steps of the process.

The next phase in the process is to train the learning
function in order to learn the mapping between configurations
and values as defined by the Training Database. Assume that
the selected parameters have values scaled into [0,1] and the
same with quality. Once the learning function has captured
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Fig. 3. GOP structure in single layer case (SVC).

the mapping, that is, once the learning function has been
trained, we have a function f() from [0,1] into [0,1], mapping
any possible value of the (scaled) parameters into the (also
scaled) quality metric. The last step is the validation phase: we
compare the value given by f() at the point corresponding to
each configuration Qg in the validation database to its quality
valueu;s; if they are close enough, the training is validated. If
the validation fails, we must review the chosen architecture and
configurations. Based on the trained learning function (that is,
the f() function), it is possible to assess the performance of all
submitted sequences according to each network configuration
Q.

B. PSQA for SVC

To Build PSQA for SVC, we need to clearly identify
the parameters impacting the perceived quality of the video
streams (as SVC is composed by several layers). There are dif-
ferent parameters that affect the quality of H.264/SVC videos.
They include parameters related to the content itself (such as
brightness, contrast, sharpness, color, motion), the encoding
parameters (such as QP) and other parameters dependent on
the transport network (such as delays, loss rate, bandwidth). To
efficiently use PSQA, it is important to consider parameters
that can be obtained in real-time and with low complexity.
The first parameter affecting the quality of the SVC streams
is the frequency of IDR (Instantaneous Decoder Refresh) at
the encoding side. Unlike coding mechanisms such as MPEG,
SVC uses a different structure of the Group Of Picture (GOP).
In SVC, the GOP structure consists of one key frame (IDR
and P) and the remaining are B frames [26]. In addition,
SVC adopts a hierarchical coding structure for B frames,
as illustrated in Fig. 3, to facilitate the temporal scalability
implementation.

IDR frames (I frame) are special frames due to the fact that
they are encoded without reference to another frame. From
hereunder, we indifferently denote them as IDR or I frames.
The IDR frames are periodically sent in order to refresh the
decoder buffer and create a new point of reference. In fact,
an increase in this IDR frequency (IDR period) means an
increase in the number of IDR frames that, in turn, decreases
the number of P frames and B frames. High numbers of
IDR frames are beneficial to reduce error propagation during
the refresh period. In Fig. 4 we illustrate the dependence of
affected frames on the location of key picture within the intra
refresh period.

The affected frames vary according to the lost frame type
(I, P or B) as well as to the position of the lost frame in the
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Fig. 4. Frames range affected by the loss of key frames (single layer case).

GOP Size = 4

Fig. 5. Frames range affected by the loss of a B frame (base layer and one
enhanced layer (CGS) case).

intra-refresh-period (or IDR period). Unlike MPEG, loosing a
B frame has impact on other B frames, of course depending
on its position in the hierarchy. For instance, in Fig. 3, loosing
frame B4 impacts all other B frames in GOP. However, loosing
frame B2 has no impact. Loosing a P frame has an impact on
all frames (B frames) that use this frame as a reference. The
worst case occurs when an IDR frame is lost. Indeed, loosing
such frame causes distortion not only on the current GOP, but
also to precedent GOPs. Loosing IDR frames affects both P
and B frames.

As noticed in the precedent version of PSQA [27], the
packet loss rate is an important parameter that affects the video
quality. This is more evident in case of streaming SVC over
UDP-based networks or over DVB, where the transport layer
is not reliable. For SVC, we must consider the packet loss
rate for each layer composing the SVC stream. The NALU
(Network Abstraction Layer Unit) is the transport unit of video
packet used in H.264 (SVC and AVC). In case of SVC, NALU
can only carry information of one layer. The loss of a NALU
affects only a single layer. However, it is worth noting that
losing a NALU belonging to the base layer has more impact
on the video quality, than the loss of a NALU belonging
to other enhancing layers (particularly when using spatial or
quality scalabilities). Besides affecting the other frames of the
base layer (Fig. 4), a loss of base layer NALU impacts the
other layers as all the other layers in SVC use the base layer
as reference and any error in this layer propagates to other
layers (see Fig. 5 for intra layer prediction in case of SNR
(CGS) scalability). Hence, this situation seriously downgrades
the video quality.
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Fig. 6. Typical NALU format.

Usually, a NALU packet consists of one header (as AVC
header), and a specific header extension (Fig. 6). This ex-
tension has particular fields D, Q and T, which are used to
identify the spatial quality and temporal layers, respectively.
Hereunder, we denote by P ={Lp;, Ly, L2, ..., Ly, fipr} the
set of affecting parameters, where f;pr represents the IDR
frequency, L, and Ly denote the NALU loss rate of the base
layer and layer N, respectively. It is important to note that there
is another parameter that affects the quality of H.264/SVC
videos, which is the error concealment procedure used by
the decoder. Indeed, such mechanism can help the decoder
to replace information lost due to NALU losses. In PSQA, the
error concealment is implicitly taken in consideration as the
distorted videos are evaluated at the subjective phase and are
obtained after the decoder has applied the error concealment
procedure. Therefore, in this version of PSQA, we are relying
on the error concealment provided by the SVC decoder.

As stated before, PSQA needs to be able to measure those
parameters automatically, above all in real-time. Usually, fipg
is a static value; it can be obtained when encoding the
video stream. Another way of obtaining fipg is by tracking
the appearance of the IDR frames in the video stream. An
IDR frame, in turn, can be identified by parsing the NALU
headers that contain the information about whether its payload
corresponds to an IDR frame or not. As mentioned before,
higher values of the IDR frequency means higher resilience to
the error propagation, but for the price of larger video sizes. On
the other hand, the NALU loss rate (L, L1, L, ..., Ly) for
each SVC layer are obtained by relying on the Real Time Pro-
tocol (RTP) layer. Combined with RTP simple packetisation
mechanism (Single NAL Unit) [28], we propose using a multi-
session RTP connection for each layer. In other words, for each
layer an independent RTP session is established, where one
NALU is conveyed in one RTP packet. Thus, we can obtain
the NALU loss rate for each SVC layer at the RTP level, either
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TABLE I
VIDEOS USED FOR TRAINING

Video NAL number
CITY 300
CREW 300
HARBOUR 300
ICE 240
SOCCER 300
TABLE 11

VIDEO PARAMETERS

Fixed parameter Value
Resolution 704x576 (4CIF)
Frame Rate 30
Layer(QP) BL(34) - EL1(28) - EL2(22)

TABLE III
THE VALUES OF PARAMETERS AFFECTING QOE.

Set of values
0,03,05,1,3,5,10
0,03,05,1,3,5,10
0,0.3,05,1,3,5,10

75, 150, 300

Parameter
NALU loss rate for Base Layer (%) (Lpr)
NALU loss rate for Layer 1 (%) (L)
NALU loss rate for Layer 2 (%) (L2)
IDR Frequency

at the decoder side, or by enabling the RTCP protocol for a
remote monitoring if there is a return channel available from
the receiver to the server. IP traffic is supported in DVB-T2 by
either using MPEG-TS encapsulation or through the Generic
Stream Encapsulation (GSE) [29] that provides an appropriate
IP encapsulation over PLPs.

C. PSQA for SVC Validation

In order to train the learning function f(), which monitors
user’s QoE, we used five different video sequences (m) (Table
I) for constituting the set of the media sample (5,). We
encoded the different videos by using the JSVM encoder [30].
For the decoder side, we used the openSVC soft [31]. The
resolution is 4CIF (704 x 576), the frame rate is set to 30
frames/s, and the values of Quantization Parameter (QP) are
set to 34, 28, 22, respectively for layer O (Base Layer), 1
and 2 as shown in Table II. The video scalability is based
on the SNR (CGS) quality, by reducing the QP parameter for
each enhanced layer by Delta QP (DQP). As our focus is on
employing only quality-based scalability, we used only key
frames (IDR and P frames) to constitute the GOP of each
video sequence. In this case the GOP size is equal to 1, which
means that no B frames are used and the GOPs are in the
form of “PPP...PIPPP...”.

Since the NALU losses (Lpr, L1, Ly) have a serious impact
on the final quality of a video, we proposed that each value
of these parameters (NALU losses) is to be taken from the set
noted V = {0,0.3,0.5, 1, 3,5, 10}. The set V represents the
loss rate (i.e., from 0% to 10%, quality is already very bad at
10% loss). Regarding the parameter fipg, three values were
considered: 75, 150 and 300. Table III shows the set of values
associated with each parameter.
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TABLE IV
THE VALUES OF PARAMETERS AFFECTING QOE.

MOS Quality Level of Impairment
5 Excellent Imperceptible
4 Good Perceptible but not annoying
3 Fair Slightly annoying
2 Poor Annoying
1 Bad Very annoying

Base Layer Loss (%)

10 300 IDR Period

Fig. 7. PSQA scores vs. Ly and fipg with L = 0% and L= 0%.

A large number of videos were created using different
combinations of the above parameters and their values given in
Table III. The obtained sequences correspond to the set of con-
figurations {2y, 2, ..., 2,}. For instance, Q; = {0, 0, 0, 75}
represents a configuration, where L, = 0%, L; = 0%,
Ly =0%, fipr =75. Next steps consist of: (i) reducing the set
of video sequences {d;s, ..., 8;s} to 500 by employing uniform
sampling; (ii) using manual evaluation to select around 100
among 500 for the subjective test session, such that 25 videos
corresponded to a MOS score between 1 and 2, 25 videos
between 2 and 3, and so on. The MOS scale, shown in Table
IV, was used for all quality evaluations. These 100 video
sequences were evaluated by 15 humans using DSIS (Double
Stimulus Impairment Scale) methodology [32]. Indeed, the
reference video is first shown to the evaluators’ panel, and
then followed by the distorted sequences. This method is more
useful for evaluating clearly visible impairments caused by
transmission. The obtained scores were then pre-processed, as
in [24], to check for inconsistent scorers. Then the data was
used to train the learning function.

The obtained results with PSQA are shown in Figs. 7, 8 and
9. Fig. 7 represents the relation between QoE (PSQA scores)
and the two parameters Lp; and fjpgr. The obtained results
show that the video quality is highly sensitive to losses in the
base layer and the value of MOS quickly decreases to 1.0
along with an increase in NALU loss rate of the base layer
(Lpr). Even a NALU loss rate of around 1% of the base layer
degrades the value of MOS to a value lower than 3 out of 5.
This, in turn, corresponds to impairment in the video quality
as slightly annoying (Table IV). This fast degradation, due to
NALU loss rate of base layer, is attributable to the fact that
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Fig. 8. PSQA scores vs. Lp; and L; with f;pg=300 and L= 0%.

Fig. 9. PSQA scores vs. L1 and L, with fipr =300 and Lp; = 0%.

all the other layers in SVC use the base layer as reference and
any error in this layer propagates to other layers. In addition,
it can be seen that MOS slightly decreases with increasing
values of fipg, IDR frame frequency. This is because a high
value of f;pr means that a particular error has higher chances
of propagating to a large number of frames until an IDR frame
arrives and refreshes the decoder. For example a value of fipr
= 300 means that an error occurring in the Ist frame can
propagate up to a maximum of 299 frames, in other words
around 10 seconds of a video being streamed at a rate of 30
frames per second.

Fig. 8 shows the value of MOS predicted by PSQA with
varying Lg; and L,. It can be seen that the quality is more
sensitive to an increase in NALU loss rate of base layer as
compared to that of layer 1. Whereas, it can be seen in Fig.
9 that QoE is, relatively, only slightly more sensitive to an
increase in L; as compared to L. This is due to the fact
that the base layer in SVC is the most sensitive to the losses
as compared to other layers. If there is no loss in the base
layer, and there is a loss in other layers, then the decoder
has a better chance of error concealment as compared to the
case when the data from the base layer itself are lost. From
these results we can definitely conclude that the QoE has a
non-linear relationship with the parameters affecting QoS.
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Fig. 10. PSQA scores vs. scores given by real users.

Fig. 10 shows the scatter plot with estimated MOS vs.
actual MOS obtained from the subjective tests. The diagonally
plotted line corresponds to the case when the estimated MOS
value is equal to the actual MOS value. Thus, points lying
close to the line would indicate the accuracy of the estimation
tool. As it can be deducted from Fig. 10, the scatter plot shows
a good accuracy of the estimation. This is reflected by the
overall mean square error of about 0.1777 on the MOS scale
from O to 5. In order to further validate the good accuracy
of PSQA to estimate QoE, we use the Pearson Correlation
Coefficient (PCC) as recommended by the Video Expert Group
(VQEQG) [33] to validate the objective models for video quality
assessment. PCC is the linear correlation coefficient between
the estimated MOS and the subjective MOS. It measures the
prediction accuracy of a metric, i.e., the ability to predict the
subjective quality ratings with low errors. For N data pairs (x;;
yi), with X and y being the means of the respective data sets,
the PCC is given by:

SN i =i — )
\/Zilil(xi —x)? \/Zil\:ll()ﬁ -y)?

In the case of PSQA, the mean PCC for the tested video
is equal to 0.9406, which represents a good result as the
highest accuracy obtained with a PCC equals to one. In Fig.
11, we present the PSQA scores computed for the following
three cases: (i) the three layers are decoded and displayed to
users, where the enhanced layer 2 experiences NALU loss;
(i) the two lower layers are decoded; (iii) only the base
layer is decoded. Although NALUs belonging to the enhanced
layer 2 have less importance than those of the base layer,
loosing NALUs from this layer degrades the user’s QOoE.
Therefore, if the enhanced layer 2 (highest layer) experiences
losses, for the sake of maintaining good QoE, it is worthwhile
withdrawing this layer and not displaying it to the end users.
Indeed, decoding only the base layer and the enhanced layer
1 achieves better MOS than decoding all layers, particularly
if the L,’s NALU Loss Rate exceeds 1%. It is clear that, in
some cases, withdrawing one SVC layer can maintain higher
MOS than the case where this layer is decoded. Accordingly,

PCC =

@
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Fig. 11. MOS vs. L,’s NALU loss rate.

in the next section we propose QoE-BASD, a new scheme that
dynamically selects the number of SVC layers to be decoded
and shown to the end-user aiming at maximizing the user’s
QoE.

IV. QOE-BASED ADAPTIVE SVC LAYER DECODING
(QOE-BASD) IN DVB-T2

A. QoE-Based Selection Algorithm

Based on the results of Fig. 12, we propose using QoE as
the main criteria for selecting or withdrawing a SVC layer at
the receiver side. The proposed QoE-BASD algorithm assists
the decoder to decide which layers to be displayed at the end
user. Furthermore, QoE-BASD is following the same principle
of associating DVB-T2 and SVC as in [9]. QoE-BASD is
also compatible with DVB-T2 unidirectional communication
principle, since it is executed at the receiver side without the
need for any feedback or signaling messages.

In the following, we assume that n layers compose the
broadcasted video stream. We consider representing the initial
SVC stream with a Matrix noted Mat. Indeed, the aim of
this matrix is to decompose the initial SVC stream into a
combination of layers composing n streams. Each line of the
matrix corresponds to a possible SVC stream composed of k
layers (n > k > 1), whereby each column represents a layer.
The element Mat(i, j) is equal to one if the jth layer is present
in the ith SVC stream. Otherwise, the element Mat(i, j) is
equal to null. Usually, the received SVC stream at the decoder
side represents the last line of the matrix. Using QoE-BASD,
the aim is to build the matrix Mat and selects the line of
the matrix (SVC stream) that maximizes the user’s QoE. In
contrast, the classical approach systematically decodes all the
layers composing the last line of the matrix.

1 0 00
1 1 00

Mat4,4 = 1 110 3
1 1 1 1

For simplicity, we consider the above matrix Maty 4, which
represents the case of an initial SVC stream composed by 4
layers. For instance, the first line shows the case of a SVC
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Algorithm 1

1: loop

22 fori=1tondo

3: Ali] < Compute QoE(Mat;) // Mat; is a vector
constituted by the line i of the matrix Mat.

4:  end for

5. A[k] < max(A)

6:  Decode and display the k layers
7: end loop

stream (noted 1) composed only by the base layer, while
the 4th line represents a SVC stream (noted 4) constituted
by the base layer and 3 enhanced layers. The QoE-BASD
algorithm is illustrated in Algorithm 1. First, for each line of
the matrix Mat, QoE-BASD computes MOS by considering
the parameters (fipr, Lpr, L1, L2) for line i. We denote by
A = (Ay, Ay, Az, .., A;) the vector containing the i MOS
values obtained for each line. After that, the maximum value of
MOS (noted Ay) of this vector is selected. Accordingly, the kth
layers composing the SVC stream are decoded and displayed
to the user, while the other layers (layers higher than k) are
withdrawn. The execution periodicity of QoE-BASD (the loop)
is repeated every ¢ seconds, which corresponds to the duration
of a GOP.

The complexity of the QoE-BASD algorithm depends on the
number of layers n composing the SVC video stream. Since
most of the existing implementations of SVC use three layers
(i.e., one base layer and two enhancement layers), QOE-BASD
can be easily implemented in most DVB-T2 products; even in
those with low CPU capacities.

B. Analytical Model of QoE-BASD Algorithm

In this section, we develop an analytical model using
Markov chains to evaluate the performance of the QoE-BASD
mechanism. Specifically, we derive the number of times that
QoE-BASD system visits a decoding state that represents the
case of decoding only one, two, or three SVC layers. The
elaborated model will be also used to derive performance
metrics for QOE-BASD in terms of users’ QoE.

Let X(k) be a stochastic process {X(k),k > 1}, where
X (k) = (i, [, m) if the system decodes i SVC layers, and / and
m represent the loss or successful transmissions of / packets of
the enhanced layer 2, and the loss or successful transmissions
of m packets of the enhanced layer 1, respectively. In fact,
depending on the current number of decoded SVC layers, we
need to count the number of successive successful packets
of the current highest SVC layer (good quality) in order to
increase the number of SVC layers to decode. Alternatively,
we count the number of successive packet losses (bad quality)
to decrease the number of SVC layer to decode. Intuitively,
X(k) is a discrete time homogeneous Markov chain model
whose associated transition graph is depicted in Fig. 12 for
the case of (0 > 1> 4), (0 > m > 4) and a SVC stream
composed of a base layer and two enhancement layers. The
proposed model envisions the following assumptions:

1) The base layer does not experience any loss as it uses
PLPO, which is the most robust.
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Fig. 12.  Markov chain model of the proposed QoE-BASD scheme.

2)

3)

After four consecutive packet losses of an enhanced
layer i, the system ignores this layer and begins decoding
only the lower layers. This assumption is based on the
results of Figs. 7, 8 and 9, which indicate that QoE
decreases in a non-linear fashion with relation to the
packet loss.

After the successful reception of five successive packets
of an enhanced layer 7, the system begins decoding layer
i. This, in fact, represents the case where the quality
increases as layer i is not experiencing packet losses
for a certain duration (i.e., illustrated by five successive
packets successfully received), which represent the pe-
riod ¢ in Algorithm 1.

The states are denoted as follows:

1y

2)

(3,I,m) represents the system when decoding three lay-
ers, and the enhanced layers 1 and 2 experiencing m and
[ consecutive packet losses.

(2,-,m) represents the system when decoding two layers
and the enhanced layer 1 experiencing m consecutive
packet losses.

3)

4)

5)

6)

ti=(1-p1)p2

Te:pz
ta=(1-p1)(1-p2)
ta=1-p1
ts=1-(1-ps)p2

(1,-,-) represents the system when decoding only the
base layer.

(1’,-,m") represents the system when decoding only the
base layer, and m’ consecutive packets of the enhanced
layer 1 are successfully received.

(1”,',m’) represents the system when decoding only
the base layer, and I’ and m’ consecutive packets of
the enhanced layers 2 and 1 are successfully received,
respectively.

(2°,I',m") represents the system when decoding two lay-
ers, and /' and m’ consecutive packets of the enhanced
layers 2 and 1 are successfully received, respectively.

Since we are interested in the stationary behavior of the

1y

proposed mechanism, we denote by X the stationary version
of the Markov chain {X(k)}. This version exists since the
Markov chain is finite and irreducible. The transition rules
between the different states are as follows:

Transition between state (3,/, 0) to state (3, [+1, 0)
with (I < 4) corresponds to the reception of erroneous
packets of EL2 and EL1, respectively. Its probability is
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2)

3)

4)

5)

6)

7

8)

9

10)

1)

(1 — p1)p2, whereby p, and p; represent the probability
of receiving an erroneous packet at EL2 and ELI1,
respectively. p, and p; are obtained according to
Equation (4), which represents the relation between
the probability of a packet loss, the physical Bit Error
Rate (BER) and packet size. Intuitively, p, > p;
(BERpLp» = BERppp; asPLPI is using more robust
physical modulation than PLP2,

Transition from state (3,/,m) to state (3,0,0) with (/ < 4,
m < 4) represents the case of successful reception
of a packet belonging to EL2, so its probability is
(1= p1)(1— py). It is worth mentioning that successfully
receiving a packet belonging to EL2 implicitly means
that also a packet of EL1 is successfully received (i.e.,
PLP1 is more robust than PLP2). Furthermore, this tran-
sition is motivated by the fact that the system resumes
counting the number of successive packet losses if they
did not reach the threshold for switching to a lower
layer.

Transitions from state (3,/,m) to state (3,/+1,m+1) with
(I <3, m < 3) and from state (2,-,m) to state (2,-,m+1)
correspond to the case of receiving an erroneous packet
at EL1, so its probability is p;.

Transition from state (3,4,0) to state (2,0,0) corresponds
to the case where an erroneous packet at EL2 is
received, and the system begins to decode two layers
(i.e., instead of three layers). Its probability is (1— p;)p>.
Transition from either states (3,4,4) and (2,-,4) to (1,-,-
corresponds to the case where EL1 experiences five
successive packet errors, so its probability is p;.
Transition from state (1°,-,m) to state (1°,-,m+1)
corresponds to the case where only a successful packet
of EL1 is received, so its probability is (1 — p;)pz.
Transition from state (17,/,m) to state (17,/+1,m+1)
corresponds to the case where one successful packet
of each enhanced layer is received, so its probability is
(I = p)A = p2).

Transition from state (1°,/,m) to state (1°,-,m+1)
corresponds to the case where a packet of EL2 is lost
and a packet of EL1 is successfully received, so its
probability is (1 — p;)p,. Although the system loses a
packet belonging to EL2, the system continues counting
the number of successfully received packets of EL1 in
order to decode two layers instead of only the base layer.
Transition from state (1°,-,4) to state (2,-,0) corresponds
to the case where the system reaches the threshold (i.e.,
five successive successfully received packets) from
where the system begins decoding two 2 layers instead
of only the base layer.

Transition from state (2’,/,m) to state (2’,/+1,m+1)
corresponds to the case where one successful packet
of each enhanced layer is received, so its probability is
(I = p)(A = p2).

Transition from states (1°,4,4) and (2°,4,4) to (3,0,0)
corresponds to the case where five packets of ELI1
and EL2 are successfully received, so its probability is
(1 — pp( — po). This transition also means that the
system will begin decoding three layers.
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Fig. 13. MOS versus physical SNR (mobile profile).

12) The system stays in state (3,0,0), if the packets of EL2
and EL1 are successfully received. Its probability is
(1= po{ = po).

13) The system stays in state (1,-,-), if packets of EL2 and
EL1 are lost. Its probability is p;.

p = 1 _ (1 _ BER)paCket*Size (4)

From the above mentioned transition rules, we build the matrix
of transitions P of this Markov chains. We denote by ¢ the
stationary distribution of the Markov chains. We thus have

T=mwx*x P and

Z;’S:I mi=1
where S denotes the number of states (e.g., in case of the
model of Fig. 12, S=31). To compute the average number
of times the system visited each state of the chain, we need
to resolve the system in (5). By computing the stationary
distribution vector, we can estimate the average QoE perceived
by a user in case QoE-BASD is used, as follows:

E[QoE]=7(3,0,0)E[Q(3,0,0]

+ 300 X w3 i DELQG, 1, )]

+7(2, —, 0)E[Q(2, —0)]

+> i (w2, = DE[QQ2, —, )]

+m(2, —, DE[QQ2, —, )]

+r(l, —, ) E[Q(, —, —)]

+> i (w1, = DHELQ(, —, )]

+r(1", i, HE[Q(", i,1)])
where E[Q(s, [, m)] denotes the QoE obtained in state (s,/,m);
s denoting the number of layers decoded in this state, [ denot-
ing the number of erroneously or successfully received packets
of EL2, m denoting the number of erroneously or successfully
received packets of EL1. For instance, E[Q(3,0,0)] is the
maximum MOS value achievable by the system. It is equal
to 4.97 over 5. Besides, n(s, [, m) illustrates the stationary
probability to have the system residing in state (s,/,m).

&)

(6)

V. PERFORMANCE EVALUATION

We implemented the DVB-T2 model as in [34] and the
proposed solution using the OPNET simulator. Three layers
compose each SVC stream, namely one base layer and two
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TABLE V
DVB-T2 PARAMETERS.

Scenario Name PLP Physical Rate | Physical Modulation | Min. Frequency | Trans. Power | Bandwidth
Full HD PLPO 7.8 Mbps 16 QAM 1/2 622 Mhz 220 Watt 8 Mhz
PLP1 34.24 Mbps 256 QAM 3/5 622 Mhz 220 Watt 8 Mhz
PLP2 47.72 Mbps 256 QAM 5/6 622 Mhz 220 Watt 8 Mhz
Mobile Reception | PLPO 7.8 Mbps 16 QAM 1/2 622 Mhz 220 Watt 8 Mhz
PLP1 21.1 Mbps 64 QAM 3/5 622 Mhz 220 Watt 8 Mhz
PLP1 34.24 Mbps 64 QAM 3/5 622 Mhz 220 Watt 8 Mhz
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enhanced layers. As video streams, we used the Sony video
traces available at [35]. As stated in [36], video traces do not
contain the actual encoded video (bit) stream; instead, they
provide a meta-characterization of the encoded video stream.
A video trace provides this meta-characterization by providing
the quantities that are required for simulating the transport of
the actual video with a communication or networking mech-
anism. Basic video traces provide the time stamp, encoded
size (in bytes), and PSNR quality of each encoded video
frame. Video traces are employed in simulation studies of the
transport of video over communication networks.
Each SVC layer is broadcasted through different DVB-T2
PLPs. The base layer is sent through the most robust PLP,
namely PLPO. The enhanced layers 1 and 2 are sent through
PLP1 and PLP2, respectively. Furthermore, we added the
possibility to simulate fading power envelop channel by using
Ricean or Rayleigh models. These models are widely used
to simulate multipath models in wireless communications. It
is worth mentioning that the Ricean model is used for Line-
Of-Sight (LOS) communications, which depend on the signal
strength of the LOS component k, and the Rayleigh model
(k=0) is used for NoLOS communications. Table V shows the
parameters considered for the simulated DVB-T2 network.
Fig. 13 plots the mean MOS (QoE) for different values of
the physical signal noise ratio (SNR). The figure compares the

Time Time

(b) (c)

Sony sequence (CIF 352x288) characteristics. (a) Base layer. (b) Enhanced layer 1. (c) Enhanced layer 2.

results of QOE-BASD, obtained both by simulation and analyt-
ical model, to the results obtained in case of the conventional
scheme whereby all layers are decoded. Before SNR reaches
8db, there is no decodable signal. From 7db, PLPO (Base layer)
begins to be decoded without errors. From 8db to 12db, only
the base layer is decoded. Between 12db and 14db, packets
from PLP1 begin to be decoded, but high Bit Error Rates
increase the packet loss. In this situation, QOE-BASD decodes
and displays only the base layer, which achieves better MOS
than the case of decoding packets of the enhanced layer EL1
with errors. At 14db, BER of PLP1 decreases to zero, which
implies that both schemes can decode packets of both the base
layer and the enhanced layer 1 without errors. Betweenl6db
and 17db, PLP2’s signal starts appearing but with high BER.
In this interval, QoE-BASD decodes only the base layer
and ELI, exhibiting better MOS than the case of decoding
the three layers, since decoding EL2 with errors decreases
users’ QoE. On the other hand, this figure demonstrates that
the proposed analytical model of QoE-BASD is accurate in
capturing the behavior of this mechanism, and gives practically
results similar to those obtained with computer simulations.
To validate further the concept of QoE-BASD, we simulated
two more realistic scenarios:

1) Full HD scenario that simulates a HD video broadcast

(HD version of Sony sequence) for fixed stations.
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2) Mobile Reception scenario that simulates a mobile TV
reception (CIF version of Sony sequence).

The characteristics of both videos are shown in Figs.14
and 15, which plot the frame size of each layer composing
both sony video versions. The HD version of Sony has a
spatial dimension of 1980x1088, whereby the CIF version has
a spatial dimension of 352x288.The video sequences were
encoded at 30 frames/sec, an IDR frequency of 16, and a
GOP size of 4 and 16 in case of the HD version and the CIF
version (no P frames were used), respectively. For the HD
version, DQP is 10, which means that each layer reduces the
overall QP about 10 (increases quality). In case of CIF version,
DQP is equal to 15. For both scenarios we compared QoE-
BASD to the conventional approach whereby all SVC layers
are decoded. The presented results particularly focus on MOS
perceived by users, since our aim it to increase users’ QoE.
Full HD scenario
In the first scenario (Full HD), we varied the distance between
the receiver and the DVB-T2 transmitter to investigate the
impact of the distance between the transmitter and the receiver
on users’ QoE.

Figs. 16 and 17 plot the probability mass function (PMF)
of MOS perceived by two fixed users placed at 20 km and
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100 km away from the DVB-T2 transmitter, respectively. The
simulation duration for this scenario is five minutes. MOS is
calculated for the three fading channels: (i) Ricean with a k
factor equals to 2; (ii) Ricean with a k factor equals to 4; (iii)
and Rayleigh. We clearly notice that the Rayleigh channel
fades more quickly than the two other Ricean-based channels,
and this is attributable to the fact that Rayleigh’s envelope
does not contain a LOS component. The Ricean model with
a high k factor fades slowlier, since the impact of the LOS
component is more important on the received signal (k=4).
Moreover, MOS is higher when the receiver is closer to the
DVB-T2 transmitter.

From these figures, we also notice that QoE-BASD outper-
forms the conventional approach, mostly in the Rayleigh chan-
nel. Indeed, the Rayleigh channel is more sensitive to channel
fading that increases packet losses due to high BER. Thanks to
the adaptive decoding feature of the proposed scheme, QoE-
BASD avoids the degradation of MOS by withdrawing SVC
layers that experience packet losses. Meanwhile, the Ricean
channel ensures better physical signal quality, as we note that
packet losses are low in case of k=2, and almost not existent
in case of k=4.

Mobile scenario

For this scenario, we simulate the movement of a mobile user
through the following cases:

1) Pedestrian (1m/s): the mobile user is initially placed
at lkm away from the transmitter station, and walks a
distance of 5 Km further. The antenna height considered
in this scenario is 1m.

2) Vehicle: the mobile is initially placed at 1km away from
the transmitter, and walks a distance of 20 Km further.
The antenna height is set to 2m. In this scenario, we
consider two types of car movement: a car in a city
driving at a speed of 5S0Km/h and a car on a highway
driving at a speed of 110 Km/h.

The simulation duration for these cases is 15 minutes.

Fig. 18 plots the PMF of MOS obtained in the case of a
pedestrian user. It compares the performance of QoE-BASD
against that of the conventional approach in the case of
two physical channels, namely Rayleigh and Ricean (k=2).
It shall be noted that for all mobile scenarios we simulate
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only a Ricean channel with k=2, since the case of k=4 is
not realistic for simulating user mobility. From the obtained
results, we clearly notice that QoE-BASD outperforms the
conventional approach, regardless the underlying channel. We
note that QOE-BASD maintains MOS between 4 and 5, with a
probability of 0.98 and 0.94 in case of the Rayleigh and Ricean
channels, respectively. High difference in MOS is achieved
between QoE-BASD and the conventional approach in case of
the Rayleigh channel, and that is thanks to the feature of QoE-
BASD that reduces SVC layers when the channel’s signaling
conditions are poor.

Figs. 19 and 20 present PMF of MOS in case of higher
mobility scenarios (e.g., city car and highway car). In these
scenarios, the antenna’s height for mobile receivers is set to
2 meters, which has an impact on the signal quality. Indeed,
few db are won in comparison to the pedestrian case (1 meter).
From the figures, we clearly observe the same behavior as in
case of the pedestrian scenario: QoE-BASD achieves better
results in case of both city and highway cars and for both
simulated channels. In case of the Ricean channel, we notice
that the QoE-BASD scheme and the conventional approach
obtain nearly the same MOS. This is due to the fact that the
Ricean channel experiences low BER. Thus, both approaches
can decode the three layers. However, the difference is more
evident in case of the Rayleigh channel, as PLP2 experiences
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high BER, impacting users’ QoE. In fact, Q0E-BASD adapts
to the periodic degradation of the channel quality by with-
drawing packets of EL2, which ultimately maintains good
users’ QoE. For both cases, QoE-BASD exhibits a MOS value
between 4 and 5 with a probability higher than 0.95 (for both
cases). However, in the conventional approach this probability
decreases to 0.62 and 0.58, in case of a city car and a highway
car, respectively.

VI. CONCLUSION

In this paper, we evaluated the concept of associating DVB-

T2 with SVC in order to broadcast high added-value video
services to end-user. We first, introduced a reference-less QoE
measurement tool for SVC video coding. Based on this tool we
conduct measurements, which showed that decoding all SVC
layers is not always the best way to enhance QoE, especially
when SVC enhanced layers experience packet losses. To
increase user QoE, we demonstrated that, in some cases,
it is better to withdraw an enhanced layer that experiences
packet losses rather than decoding its content. We considered
this observation when designing our proposed QoE-BASD
mechanism that dynamically selects the SVC layers to be
decoded and displayed to end-users in order to increase
QoE. We modeled QoE-BASD using a Time Discrete Markov
chain model, and validated the analytical results by computer
simulations. The obtained results clearly demonstrated the
enhancements achieved by QoE-BASD as it improves user
QoE.
Finally, it shall be noted that the proposed solution is com-
patible with the DVB-T2 standard as QoE-BASD could be
deployed without complexity in DVB-T2 decoders, and it does
not require any feedbacks or return channel to work.
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