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Abstract—Our vision of the future world is one wherein
everything, anywhere and at any time, can reliably communicate
in real time. 5G, the fifth generation of cellular networks, is
anticipated to use heterogeneity to deliver ultra-high data rates
to a vastly increased number of devices in ultra-dense areas.
Improving the backhaul network capacity is one of the most im-
portant open challenges for deploying a 5G network. A promising
solution is Integrated Access and Backhaul (IAB), which assigns
a portion of radio resources to construct a multi-hop wireless
backhaul network. Although 3GPP has acknowledged the cost-
effectiveness of the IAB-enabled framework and its orchestration
has been extensively studied in the literature, its transmission
capacity (i.e., the number of base stations it can support) has
not been sufficiently investigated. In this paper, we formulate the
problem of maximizing transmission capacity and minimizing
transmit powers for IAB-enabled multi-hop networks, taking into
account relay selection, channel assignment, and power control
constraints. Then, the solution space of the problem is analyzed,
two optimality bounds are derived, and a heuristic algorithm
is proposed to investigate the bounds. The claims are finally
supported by numerical results.

Index Terms—5G, Internet of Things (IoT), Transmission
Capacity, Scalability, Integrated Access and Backhaul (IAB),
Relaying, Power Control, Channel Assignment, Optimization.

I. INTRODUCTION

The strong tides that have shaped digital technologies over

the past three decades continue to expand and harden every

day. New use cases, such as Unmanned Aerial Vehicle (UAV)

based service provision [1]–[3], holographic communications

[4], and extended reality [5]–[7], have been introduced as the

Internet evolves towards a deterministic network of things

[8]–[12]. In the near future, due to the fact that billions of

devices are anticipated to have stringent quality of service

requirements, high-capacity deterministic communication in-

frastructures must be deployed [13]. 5G, the most recently

implemented generation of cellular networks in the telecom-

munications industry, is one of the potential solutions that

constitute a huge technological leap. The heterogeneous archi-

tecture employed in 5G enables a large number of access nodes

supporting 1000x capacity to operate concurrently within

small areas. However, it presents a formidable challenge:

increasing the capacity of the backhaul network, which is

responsible for connecting radio access components to each

other or to the core and transporting signaling messages and

data between them.

Integrated Access and Backhaul (IAB) is a futuristic solu-

tion wherein only a portion of base stations connect to the
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Figure 1. IAB-enabled infrastructure.

infrastructure via fiber, while the others relay the backhaul

traffic using wireless links, possibly with multiple hops [14],

as illustrated in Fig 1. 3GPP has acknowledged the importance

of the IAB-enabled framework as a cost-effective alternative

to wired backhaul in a report for 3GPP NR Release 16 [15],

which examines architectures, radio protocols, and physical

layer characteristics for sharing radio resources between ac-

cess and backhaul connections. This study envisions a more

advanced and adaptable solution, with support for multi-

hop communications, flexible multiplexing of the resources,

and a plug-and-play architecture to reduce implementation

complexity. Despite widespread agreement that IAB can re-

duce costs, designing an efficient and high-performance IAB-

enabled network remains an open research problem [16].

IAB-enabled networks have been extensively studied in the

literature. Liu et al. [17] investigated a resource allocation

design in a 5G integrated IAB-enabled network with regard

to user fairness. The authors proposed a decomposition-based

distributed algorithm and depicted its optimality. Another

resource allocation scheme for IAB-enabled networks was

presented by Pagin et al. [18] to increase cell-edge user

throughput while decreasing end-to-end delay. Alghafari et

al. [19] proposed a distributed stochastic scheme to jointly

solve the problem of bandwidth allocation and path selection

in an IAB-enabled multi-hop, multi-path network. Their results

showed that the proposed scheme performs almost as well as

the optimal centralized algorithm. Lim et al. [20] investigated

the joint optimization problem of channel association and

power control for multi-hop IAB-enabled networks. They used

decomposition techniques and the Lagrangian duality method



to solve the problem and demonstrated that configuring multi-

hop backhauling improves capacity and coverage.

Clearly, the majority of previous works aimed to enhance

IAB efficiency in terms of various performance metrics, such

as fairness, coverage, and bandwidth. However, its trans-

mission capacity has not been adequately investigated. As

introduced by Weber et al. [21] and used in many other

research papers [22]–[25], transmission capacity is the number

of base stations that can be supported in terms of their quality

of service requirements. This paper fills a gap in the existing

literature by formulating the problem of maximizing trans-

mission capacity and minimizing transmit powers for multi-

hop IAB-enabled networks taking relay selection, channel

assignment, and power control constraints into consideration.

The optimality and complexity of the problem are then investi-

gated, and upper and lower limits for transmission capacity and

transmit powers are derived. Finally, a heuristic algorithm for

solving the problem and investigating its bounds is proposed.

The remainder of this paper is structured as follows. The

system model is explained in Section II. In Sections III

and IV, the problem definition and optimality analysis are

provided, respectively,. Section V describes the resource allo-

cation scheme, Section VI illustrates the results, and Section

VII provides concluding remarks.

II. SYSTEM MODEL

Following is a description of the system components ex-

amined in this paper: base station placement, channel and

propagation models, and quality requirements.

A. Base Station Placement

In accordance with the spatial configurations presented by

3GPP [15] for a typical outdoor deployment scenario of a two-

tier heterogeneous network, we consider an uplink single-cell

cellular network within a bounded two-dimensional region A
and the enclosed area of Ω (A). It is assumed that an Anchored

Base Station (ABS) is positioned in the center of the cell and

connected to the core network via a high-speed optical fiber.

In addition, the network includes N Small-cell Base Stations

(SBSs), whose arrangement is assumed to be the homogeneous

Poisson point process with an intensity (or node density) of

λ. The set of SBSs is N = {1, . . . , i, . . . ,N}, M represents

N ∪{ABS}, and λ̂ represents the physical limit of the network

density. For each λ < λ̂, it is anticipated that all network

characteristics assumed in the remainder of this paper remain

viable. In addition, di,j is the distance between base stations

i and j for all i and j in M, and D is the set of distances.

B. Channel Model

To share the spectrum, the Orthogonal Frequency-Division

Multiple Access (OFDMA) technique is employed. It is con-

sidered that K isolated resource blocks, dubbed channels and

denoted by K = {1, 2, . . . , k, . . .K}, are assigned to back-

haul links, and interference between backhaul links (SBS to

SBS/ABS) and access links (user device to SBS) is negligible.

δi indicates the channel of SBS i, and the maximum capacity

of each link over each channel is C Mbps.

C. Propagation Model

The transmit power of SBS i on channel k is denoted by

pi,k, which is bounded between 0 and p̂. p indicates the vector

of transmit powers. The received power of SBS i on channel

δi at its receiver ri (another SBS or ABS) is φi,ri = pi,δihi,ri .

In this equation, hi,ri = ϑd−3
i,ri

represents the path gain from

SBS i to the receiver, which is assumed to remain constant

during data transmission, where ϑ is the attenuation factor that

represents the power variation due to the shadowing effect

[26], and di,ri denotes the Euclidean distance between SBS

i and the receiver. Φ and h indicate the vector of received

powers and the matrix of path gains, respectively. For each

SBS i, there is an interfering sub-network, which is the sphere

of radius µi (λ) (the interfering radius), centered at its receiver

and denoted by ς (µi (λ)). φj,ri of each co-channel SBS j
outside of this sphere is less than or equal to ζσ2, where ζ
is the coefficient controlling the size of the interfering sub-

network, and σ2 indicates the noise power.

D. Quality Requirements

SBSs are required to transmit data to ABS at a bit rate

of R Mbps. To deliver the data flawlessly, a direct connec-

tion or a set of multi-hop connections (over other SBSs as

relays) should be established between each SBS and ABS. A

connection is successful if the sender achieves the minimum

required Signal-to-Interference-plus-Noise Ratio (SINR) at the

receiver, represented by γ̂. The SINR, achieved by SBS

i at its receiver ri on its assigned channel, is defined as

γi,ri = gφi,ri/(
∑

j∈N\{i},δj=δi
φj,ri + σ2), where g is the

processing gain that is assumed to be identical for all SBSs.

III. PROBLEM DEFINITION

The main problem is formulated as a Mixed-Integer Non-

Linear Programming (MINLP) problem as follows :

max
∑

N ,K

(∑
M

Λi,k,m − αi,kpi,k

)
(OF)

pi,k ≥
Λi,k,mγ̂

hi,mg

∑
j∈N ,j ̸=i

(pj,khj,m + σ2)

∀i ∈ N ,

∀k ∈ K,

∀m ∈ M,

(C1)

Λi,k,m = ri,m,1xi,k ∀i ∈ N , ∀k ∈ K, ∀m ∈ M, (C2)

ri,m,1 ≤
∑

k∈K
Λi,k,m ∀i ∈ N , ∀m ∈ M, (C3)

∑
k∈K

xi,k ≤ 1 ∀i ∈ N , (C4)

∑
j∈N

ri,ABS,j ≥ 1 ∀i ∈ N , (C5)

∑
j∈N

ri,m,j ≤ 1 ∀i ∈ N , ∀m ∈ M (C6)

∑
m∈M

ri,m,j ≤ 1 ∀i, j ∈ N , (C7)

∑
m∈M

ri,m,j−1 ≥
∑

m∈M
ri,m,j ∀i ∈ N , ∀j ∈ N\{1}, (C8)

ri,m,j ≤ ri,z,j−1rz,m,1 ∀i, z ∈ N , ∀m ∈ M, ∀j ∈ N\{1}, (C9)

R
∑

i,j∈N
ri,m,j ≤ C ∀m ∈ N . (C10)

In this problem, xi,k is a binary variable that equals 1 if

channel k is assigned to SBS i and 0 otherwise. pi,k is a

continuous variable that represents the transmit power of SBS

i on channel k. ri,m,j is a binary variable equal to 1 if SBS



m is chosen as the jth relay for SBS i. Otherwise, the value

will be 0. If SBS i is directly connected to ABS, ri,ABS,1 will

be set to 1, while ri,m ̸=ABS,1 and ri,m,z>1 for all m will be

0. Λi,k,m is a binary variable that equals 1 only if channel k
has been assigned to SBS i and SBS m has been designated

as its immediate relay. Obviously, Λi,k,m = xi,k× ri,m,1. The

primary objective is to maximize transmission capacity while

minimizing the sum of transmit powers. The first sum in the

objective function represents the number of supported SBSs

successfully assigned by a channel and a receiver. The second

sum is the transmit power total. αi,k is a small non-negative

number so that the major goal is not affected by the sum of

transmit powers. αi,k ≤ 1/p̂ is a viable option for all i ∈ N

and k ∈ K.

The constraints enable the establishment of a single-hop or

multi-hop path from each supported SBS to ABS, taking into

account the required SINR and transmit power. C1 adjusts the

transmit power of each supported SBS based on its assigned

channel and next node (the relay to which the supported SBS

transmits directly) in order to satisfy its SINR requirement. If

SBS i cannot be supported (i.e. Λi,k,m = 0), the expression on

the right-hand side of the inequality will be 0 and the constraint

can be relaxed. C2 defines Λi,k,m as 1 if and only if ri,m,1 = 1
and xi,k = 1. C3 guarantees that ri,m,1 equals 1 only if SBS i
is assigned a channel. This constraint ensures that ri,m,1 does

not receive unnecessary values if SBS i is not supported (i.e∑
k∈K Λi,k,m = 0). C4 and C5 guarantee that no more than

one channel is assigned to each supported SBS and that at

least one path is established from each supported SBS to the

ABS, respectively. C6 prevents loops on each SBS’s path to

ABS. C7 ensures that at each step, each SBS can be assigned

no more than one relay. C8 satisfies the condition that the jth

relay of each SBS is assigned if its (j − 1)th relay is set. C9

ensures that SBS i selects SBS m as its jth relay if another

SBS z is selected as (j − 1)th relay of SBS i and is directly

connected to SBS m. C8 and C9 guarantee that the established

paths are not disjoint. Each SBS’s capacity is guaranteed by

C10.

IV. OPTIMALITY ANALYSIS

This section’s aim is to derive optimality bounds for the

objective function of the problem defined in Section III (i.e.,

maximizing transmission capacity while minimizing transmit

powers). To maximize the objective function, the interference

region of transmitters must be confined, which is directly

proportional to the connection distance. Therefore, in this

section, we first derive connection distances for the optimal

communication model, where each SBS is linked to its nearest

neighbor SBS (as its relay) so that at least one multi-hop path

is established from each SBS to ABS [27], namely Multi-

hop Communication Model (MCM). Using the decode-and-

forward cooperative model, each relay SBS simultaneously

transmits its own data and cooperates in relaying forced by

administrative enforcement or incentive mechanisms. Con-

ceptually, the model is depicted in Fig. 2. The number of

channels necessary to maximize transmission capacity is then

ABS SBS

Figure 2. MCM for a) λ, b) 3λ, and c) 9λ.

determined based on the calculated distance. Finally, using

the determined number of channels, it is proved that MCM

is scalable, and optimality bounds for transmit powers and

transmission capacity are deduced.

A. Distance to Nearest Neighbor

As stated previously, the first step is to determine the con-

nection distance between each SBS and its nearest neighbor.

Suppose that ς (r) is the sphere (or disc) of radius r centered

at a typical SBS i, and N (A′) is the number of SBSs in sub-

region A′ for any A′ ⊆ A. According to Moltchanov et al.

[28], the probability of the specified disc containing n SBSs

is as follows:

P (N (ς (r)) = n) =

(
λπr2

)n

n!
e−λπr2 . (1)

Given this, the probability of there being at least n SBSs within
disc ς (r) is:

P (N (ς (r)) ≥ n) = 1−
∑n−1

j=0
P (N (ς (r)) = j)

= 1−

(

e−λπr2 + . . .+

(
λπr2

)n−1

(n− 1)!
e−λπr2

)

,
(2)

and when this probability is differentiated with respect to r, the
Probability Density Function (PDF) of the distance between
the typical SBS and the nth nearest SBS is obtained, that is:

Fn (r) =
∂P (N (ς (r)) ≥ n)

∂r

=

∂

(
1−

(
e−λπr2 + . . .+

(λπr2)n−1

(n−1)!
e−λπr2

))

∂r

=
2 (λπ)n

(n− 1)!
r2n−1e−λπr2 .

(3)

Now, if dn represents the distance between a typical SBS and

the nth nearest SBS, the expected value of dn is:

E [dn] =

∫ ∞

0
rFdn (r) dr =

∫ ∞

0

2 (λπ)n

(n− 1)!
r2ne−λπr2dr, (4)

and if n = 1, the distance PDF to the nearest SBS is simpli-

fied to the Rayleigh distribution, 2λπre−λπr2 , and E [d1] is

1/2
√
λ.

B. Optimal Channel Numbers

The next step is to compute the number of channels required

to maximize the number of supported SBSs while the transmit

powers are minimized, denoted by K⋆. Taking into account the

SINR equation and the average distance between neighbors,



and given that each SBS communicates with its nearest neigh-

bor as its relay in MCM, the expected value of the minimum

transmit power required to maintain γ̂, denoted by E [ p̂ ],
is γ̂σ2/(gϑ(2

√
λ)3). Given this, the expected value of the

interfering radius, indicated by E [µ (λ)], is (1/2
√
λ) 3

√
γ̂/ζg.

To maximize the transmission capacity of the network while all

SBSs transmit with the expected minimum transmit power, K⋆

must equal the number of SBSs within the expected interfering

sub-network, that is:

K⋆ = N (ς (E [µ (λ)])) = ⌈λΩ (ς (E [µ (λ)]))⌉ =




π

4

3

√(
γ̂

ζg

)2



(5)

C. Network Scalability

Now, considering that the number of available channels is

K⋆, assume that the network density is increased from λ to

Mλ, where M is a large number. Similar to (5), the new

network requiresN (ς (E [µ (Mλ)])) channels to satisfy target

SINRs by transmitting with the expected minimum powers,

where E [µ (Mλ)] is the anticipated interference radius in

the new network, that is (1/2
√
Mλ) 3

√
γ̂/ζg. Consequently,

N (ς (E [µ (Mλ)])) = ⌈(γ̂/ζg)2/3 π/4⌉, which is equal to

(5). Therefore, even in a M times denser network, the SINR

of all SBSs can still be maintained with the same number

of channels. This means that, if the number of available

channels is large enough, the transmission capacity of MCM

is constrained by the bound of λ, that is λ̂.

D. Capacity Upper Bound

Even though λ̂ is a transmission capacity limit, it should

be updated in light of the capacity bottleneck of ABS. Since

the maximum number of SBSs directly transmitting data to

ABS in an OFDMA network is limited by the number of

available channels, at most K paths can be simultaneously

established to ABS, and ⌊C/R⌋ SBSs can send data to ABS

through each path. Taking into account only the data rate

demand, the maximum number of supported SBSs is K⌊C/R⌋.
After determining two possible bounds, it is evident that the

transmission capacity of MCM is constrained by the lower

one, that is min
{
λ̂,K⌊C/R⌋

}
. In other words, the capacity

is principally determined by three variables: the maximum

achievable network density, the maximum channel rate, and

the demand of each SBS.

E. Transmit Powers Lower Bound

According to Sub-section IV-B, if the number of channels

equals (5) in MCM, the expected minimum transmit power

required to maintain γ̂ is γ̂σ2(1/(gϑ2
√
λ)3). Given this, for

a network with density λ, the sum of transmit powers will

conveniently equal Ω (A) γ̂σ2/8gϑ
√
λ. Consequently, the sum

of expected transmit powers is on the order of O(1/
√
λ),

indicating that it is a decreasing function of network density.

V. RESOURCE ALLOCATION SCHEME

The problem defined in Section III is NP-Hard. It is

straightforward to demonstrate by reducing the Maximum

Induced Subgraph problem to this problem [29]. Given that

the size of the solution space for each SBS is N (N + 1)K
considering its integer variables, the overall size of the problem

is on the order of O(NN (N+1)K). Note that for each SBS i,
N (N +1) and K are the sizes of ri,m,j and xi,k, respectively.

When these variables are known, Λi,k,m can be directly

assigned, and pi,k can be calculated in polynomial time [30].

Therefore, the problem requires at least exponential time to

be solved to optimality. So to investigate and validate the

bounds provided in Section IV, we propose a relAy SeleCtion,

channel assignment, and powEr coNTrol algorithm elaborated

in Algorithm 1, namely ASCENT.

The algorithm is initialized in its first and second steps.

Through steps 3 to 8, relay base stations are assigned and a

network is constructed to shorten communication links. This

network is constructed iteratively around M′ by selecting the

SBS closest to one of the connected base stations in M′

and connecting it to that base station in each iteration if

its capacity requirement is met. Once all base stations have

been connected, the channel and transmit power of SBSs are

allocated through steps 9 to 25. In each iteration, one of the

base stations of M′ is fixed, namely m, and the set of SBSs

that select base station m as their relay is formed, dubbed by

ρ. Then, for each base station in ρ in descending order of

transmit power, the channel with the lowest received power

Algorithm 1 ASCENT

1: M′ ← {ABS}, N ′′ ← {}
2: N ′ ← sort N by distance from ABS in ascending order

3: for each base station i ∈N ′ do

4: | (i,m)← argminm∈M′di,m
5: | if the capacity of m is sufficient then

6: | | ri ← m
7: | | update the capacity of base station m
8: | N ′ ←N ′\{i}, M′ ←M′ ∪ {i}
9: for each base station m ∈M′ do

10: | ρ← {i|ri = m}, δi ← 1 ∀i ∈ ρ, ρ′ ← {}, t← 0
11: | while t ≤ |ρ| do

12: | | if t > 0 then

13: | | | k′ ← argmink∈K

∑
i∈N ,δi=k φi,m

14: | | | i′ ← argmaxi∈ρ\ρ′pi,δi
15: | | | δi′ ← k′

16: | | t′ ← 0, pi,δi ← p̂ ∀i ∈ ρ ∪N ′′

17: | | while t′ ≤ T do

18: | | | pi,δi ← min{p̂, γ̂pi,δi/γi,ri} ∀i ∈ ρ ∪N ′′

19: | | | t′ ← t′ + 1
20: | | if t > 0 then

21: | | | if the sum of transmit powers is increased then

22: | | | | δi′ ← 1
23: | | | ρ′ ← ρ′ ∪ {i′}
24: | | t← t+ 1
25: | N ′′ ←N ′′ ∪ ρ

26: Calculate
∑

N ,K,M Λi,k,m

27: Calculate
∑

N ,K pi,k



ABS SBS

Figure 3. SCM for a) λ, b) 3λ, and c) 9λ.

Table I
SIMULATION PARAMETERS

ParameterParameterParameter ValueValueValue

Nodal spatial scattering model homogeneous Poisson point process
Signal propagation model Omnidirectional

ABS cell size Circular with radius 100m
SBS cell size Circular with radius 1m

γ̂, SINR Requirement 0.3
ϑ, Attenuation factor 0.09

g, Antenna gain 1
p̂, Maximum transmit power 2W

σ2, Noise power 10−10W

(i.e., interference) at base station m is selected and assigned,

and the transmit power of the base stations whose channels

are fixed is updated through T iterations. The procedure for

channel assignment and transmit power control is described

in depth by Shokrnezhad et al. [30]. Finally, transmission

capacity and the sum of transmit powers are calculated.

The complexity of the first loop is equal to the complexity

of step 4, which is the sum of |M′| starting from 1 to

N , or O(N 2). The complexity of the second loop equals

the complexity of steps 18 and 19, that is the sum of |ρ|
times T , or O(N ). Given that the complexity of other steps

is constant, it can be inferred that the complexity of the

ASCENT algorithm is O(N 2). It is evident that this approach

is significantly more efficient than finding the optimal solution

to the problem of Section III.

VI. SIMULATIONS

In this section, the bounds derived for MCM are examined.

In order to compare results, the outcomes of the Single-hop

Communication Model (SCM) proposed by Shoknezhad et al.

[31] are also included. In this communication model, SBSs are

directly connected to ABS. The model is conceptually illus-

trated in Fig. 3 for different densities. The system parameters

considered are listed in Table I. Note that the results were

obtained on a computer equipped with an Intel Core i7-4790K

processor with a maximum frequency of 4.40 GHz, 8 GB of

RAM, and a 64-bit operating system.

Fig. 4 depicts the saturation point of transmission capacity

versus SBS density and the number of channels for MCM and

SCM. The figure shows the normalized transmission capacity,

i.e., the number of supported SBSs divided by the size of

the cell. As demonstrated, as λ increases, the transmission

capacity of SCM is limited by the number of available
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Figure 4. Normalized transmission capacity vs. SBS density and the number
of available channels (the SINR requirement is 0.3 and the demand rate of
SBSs is C/3).
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Figure 5. Normalized transmission capacity vs. the demand rate of SBSs
and the number of available channels (the SINR requirement is 0.3 and SBS
density is 2).

channels (K), which has an inherent upper limit, whereas the

upper limit of MCM is ⌊C/R⌋ times higher. The reason is

that increasing network density shortens transmission links and

reduces transmit powers and network interference, allowing

the multi-hop model to scale effectively. Therefore, Fig. 4

substantiates the bounds provided by the mathematical proofs

in Section IV.

Fig. 5 compares the normalized transmission capacities for

various SBS data rates (R) and a constant channel capacity

(C). As demonstrated, increasing R decreases the MCM trans-

mission capacity, whereas the SCM transmission capacity is

independent of the demand rate, and both models converge to

the same point when R = C. It is reasonable, as the number

of SBSs whose traffic can be carried by relay SBSs decreases

as the demand rate rises. It is evident that the bounds derived

in Section IV are also supported by the results illustrated in

this figure.

The transmit power consumption in MCM is illustrated in

Fig. 6 in terms of the average transmit power of each SBS and

the total power sum per square meter. As depicted, network

densification reduces the transmit power of SBSs, thereby

validating the transmit power bound derived in Section IV.

This is due to the fact that increasing the density shortens

transmission links, and since there is no interference between
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immediate neighboring SBSs (using K⋆ channels), they require

less power to achieve the desired SINR. According to this

result, MCM can reduce total energy consumption by adding

more SBSs to the network, which can provide network owners

with substantial financial and economic benefits. In addition, it

is evident from Fig. 6 that increasing the number of channels

beyond K⋆ does not substantially affect the network efficiency.

As the final scenario, the actual network throughput is

analyzed while taking into account various communication

patterns. In a multi-hop communication setup, the actual

network throughput depends on the end-to-end communication

pattern. Two extreme instances can be distinguished. In one

extreme, all communications utilize single-hop paths (received

data blocks in each relay are used to generate new data

blocks for transmission to the next receiver), while in the

other extreme, all relay SBSs simply transmit data blocks

without modification (i.e., the paths are multi-hop originating

from SBSs to ABS). These two extreme cases represent,

respectively, the Upper Bound (UB) and Lower Bound (LB) of

the actual network throughput. As an indication of the actual

network throughput in these two extreme cases, Fig. 7 depicts

the total SINR achieved divided by the average path length.

The upper and lower bounds of MCM are increasing, whereas

the actual network throughput in SCM remains constant.

VII. CONCLUSION

In this paper, we demonstrated that the backhaul network of

5G can be scaled efficiently in terms of transmission capacity

using IAB and applying MCM, in which each small base

station communicates with a neighboring station as its relay

rather than connecting directly to ABS. First, the problem

of maximizing transmission capacity while minimizing trans-

mit powers was formulated while relay selection, channel

assignment, and power control constraints were considered.

Then, it was demonstrated that the transmission capacity of

MCM can be scaled to the physical bound of the base station

network density, λ̂. In addition, it was demonstrated that

in MCM, the sum of transmit powers decreases as network

density increases. Finally, a heuristic algorithm for efficiently
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Figure 7. The sum of achieved SINRs divided by the path length for SCM
and MCM (LB and UB) vs. SBS density (the SINR requirement is 0.3 and
K = 3).

solving the problem and investigating the derived bounds was

proposed, and numerical results supporting the aforementioned

claims were presented.

As a potential future direction, the problem of relay selec-

tion can be broadened by considering end users’ quality of

service requirements and network elements’ quality of status

metrics. For instance, imposing end-to-end reliability and

latency constraints drastically reduces the problem’s feasible

solution space, requiring completely new methods of attack

due to the need for solutions with redundant paths (to meet

reliability) and shorter lengths (to satisfy latency). Another

possible research direction is to replace transmit power with

detailed energy consumption functions and cost models in

order to customize the backhaul network to accommodate

changes in energy providers to minimize energy consumption

and energy-related costs, thereby achieving sustainability ob-

jectives. A further consideration is the use of machine learning

techniques to adapt to the ever-changing nature of future use

cases in order to practically implement IAB-enabled networks

in beyond-5G systems.
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