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SUMMARY One of the key objectives of 5G is to evolve the current
mobile network architecture from “one-fit-all” design model to a more cus-
tomized and dynamically scaling one that enables the deployment of parallel
systems, tailored to the service requirements on top of a shared infrastruc-
ture. Indeed, the envisioned 5G servicesmay require different needs in terms
of capacity, latency, bandwidth, reliability and security, which cannot be
efficiently sustained by the same network infrastructure. Coming to address
these customization challenges, network softwarization expressed through
Software Defined Networking (SDN) programmable network infrastruc-
tures, Network Function Virtualization (NFV) running network functions
as software and cloud computing flexibility paradigms, is seen as a possible
panacea to addressing the variations in the network requirements posed by
the 5G use cases. This will enable network flexibility and programmability,
allow the creation and lifecycle management of virtual network slices tai-
lored to the needs of 5G verticals expressed in the form of Mobile Virtual
Network Operators (MVNOs) for automotive, eHealth, massive IoT, mas-
sivemultimedia broadband. In this vein, this paper introduces a potential 5G
architecture that enables the orchestration, instantiation and management of
end-to-end network slices over multiple administrative and technological
domains. The architecture is described from both the management and the
service perspective, underlining the common functionality as well as how
the response to the diversified service requirements can be achieved through
proper software network components development.
key words: softwarization, NFV, SDN, cloud computing, orchestration,
multi-domain

1. Introduction

5G systems are expected to build a mobile network archi-
tecture that supports not only classic mobile broadband ap-
plications but also specific vertical industry services, such
as those of automotive systems, e-health, public safety, and
smart grid which previously were supported through private
dedicated networks. Vertical services require different and
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incompatible performance parameter levels, which are diffi-
cult to achieve using the same physical infrastructure. For
instance, automotive systems require high reliability added
to low latency access to remote servers, public safety ser-
vices need ultra-reliable and highly available system, while
enhanced broadband access services require high bandwidth
covering a dense area and massive IoT requires the cost effi-
cient connection of a huge number of devices. Consequently,
the envisioned 5G systemswould need to re-architect the cur-
rent uniform mobile architecture to allow multiple, logical,
self-contained networks on a common physical infrastruc-
ture platform enabling a flexible stakeholder ecosystem that
allows technical and business innovation integrating network
and cloud resources into a programmable, software-oriented
network environment.

Meanwhile, 5G systems should support a flexible and
on-demand provisioning of network resources, network
functions and applications, using a virtual resources layer
spanning on top of physical resources of multiple domains.
This will enable value added creation for vertical segments
that would receive a wide area network support while being
cost effective through the transition from dedicated networks
to common cloud resources that can be used in an isolated,
disjunctive or sharedmanner allowing customizable network
operation. Finally, 5G is anticipated to shift the conventional
networking paradigm away from the 4G mobile broadband
ideal, wherein a single architecture fits all services, towards
sliced network instances using as much as possible the same
software components, however tailored to address particular
service needs, maintaining in this way a truly differentiated
service provisioning.

In this context, network softwerization, based on Soft-
ware Defined Networking (SDN) and Network Function Vir-
tualization (NFV), represents the enabling way towards 5G;
allowing the creation of virtual network flavours customized
towards the service requirements. In this light, an efficient
integration of SDN and NFV within cloud computing en-
sures multiple advantages in terms of network configuration,
flexibility, scalability, and elasticity, which are highly needed
to build the dedicated slices concept next to the usage of the
same physical resources for the multiple dedicated networks.
Generally speaking, a mobile network slice is composed of
a number of Virtual Network Functions (VNF) chained to-
gether and connected to at least one Radio Access Tech-
nology (RAT) to deliver a complete mobile network func-
tionality, customized to suit the particular requirements of a
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Fig. 1 Use-cases family and category per 3GPP and NGMN [4].

service. The VNFs cover both the Control plane and User
plane functions of the Core Network components (e.g. Mo-
bility Management, Authentication, Forwarding, etc.) and
the Radio Access Network (RAN) (e.g. Optimal splitting,
PDCP-C, PDCP-U, etc.) and may include application spe-
cific enablers. Moreover, the VNFs may also include au-
thorized legal Deep Packet Inspection (DPI), Firewall and
caching functions and storage resources as well as applica-
tion specific enablers up to even applications.

The concept of Network Slicing is not new, and found
its foundation in the Infrastructure as a Service (IaaS) cloud
computing model and overlay networks. In the IaaS model,
the aim behind network slicing is to share a computing, net-
working and storage infrastructure between different tenants,
in order to build a self-contained virtual network infrastruc-
ture with a required level of isolation. A Network slice is
composed of different virtual machines (VMs) connected to-
gether on a Virtual network enabled by using Virtual LAN
(VLAN) technology in a system setup where the VMs are in
the same Data Center (DC); or VLAN and tunneling proto-
col, like Generic Routing Encapsulation (GRE) and VxLAN
(x: extended) in a system setup where the VMs are hosted

on different DCs.
The network slices may sometimes require conflicting

performance requirements. For example, a slice may require
low latency, high bandwidth and high mobility, but would
not care about reliability, such as slices for enhanced Mobile
Broadband services (eMBB). Another slice may require low
latency, high reliability and high traffic density but would not
care about the bandwidth such are for Critical Communica-
tions (CriC) or others may require efficient communication
and high traffic density but would neither care about reliabil-
ity nor bandwidth such as the massive IoT [3]. These slice
flavours may have to be deployed across a multi-domain en-
vironment consisting of a mixture of dedicated and shared
slices, for this reason, advanced orchestration mechanisms
should be explored to enable an elastic allocation of resources
in an efficient manner over multiple domains.

In this paper, we present the vision of the 5G!Pagoda
project for enabling network slicing for 5G systems. The
proposed 5G!Pagoda architecture takes the concept of mo-
bile networking a major leap forward, whereby slices of vir-
tual mobile networks are created on-demand and customized
according to the changing needs of mobile services, using
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physical resources across multiple domains. Our proposed
5G!Pagoda architecture leverages the ETSI NFV architec-
ture to cover the orchestration of physical resources across
multiple domains.

The remaining of this paper is organized as follows.
Section 2 presents the concept of network slicing and repre-
sentative architecture enabling network slicing. Section 3
dissects the network slice requirements as seen by the
5G!Pagoda project. Section 4 details the 5G!Pagoda net-
work architecture featuring network slicing over multiple
domains followed by conclusions and next steps in Sect. 5.

2. Background on Network Slicing

2.1 Network Slicing Concept

In addition to cloud computing, the concept of slice in
networking was also used in the overlay network research
efforts, such as PlanetLab [1], where a network slice has
been defined as an isolated set of network resources such as
bandwidth, computational functions, storage capacity allo-
cated for a group of users that “program” network functions
and services over their overlay network overlaid across “the
planet”. The concept follows the Slice Federation Architec-
ture [22] used in the large scale GENI federation between
the US research institutions. Since then, various network
virtualization testbed efforts such as PlanetLab EU, Planet-
Lab JP, VNode, FLARE [2], Fed4Fire, have inherited the
concept of slices as a basis of the infrastructures, as a set of
programmable resources to create new network services and
protocols. Network slicing in 5G shares some concepts with
the cloud computing and overlay network, but it requires
more management and orchestration procedures as well as
adaptation to themobile network characteristics, such asmo-
bility, wireless changing resources, fronthaul capacity e.t.c.

Network slicing in 5G has risen from the need to lever-
age the current 4G LTE architecture shown in Fig. 2, in order
to accommodate vertical industries (e.g. automotive systems,
smart grid, and public safety) and IoT-based services. These
services have been described in the form of use-cases by
the 3GPP [3], [4]. Figure 1 summarizes the 5G system use-
cases defined by 3GPP andNGMN. The 5G system use-cases
are grouped into families, and each family includes one or
more categories. Network slicing is involved in all the use-
cases, as it is indispensable to enable all these use-cases
concurrently over the shared physical infrastructure. Aim-
ing at grouping the 5G use-cases in services, the METIS-II

Fig. 2 Legacy 4G architecture [10].

project[5] classifies the most representative 5G system use-
cases according to their constraints. It shall be noted that the
way of grouping 5G system use-cases has been later adopted
by the 5GPPP document [6] on 5G system. METIS-II as-
sumes that most representative 5G services may be classified
in one of the following categories:

• Extreme or EnhancedMobile Broadband (eMBB) type,
which requires both high data rates and low latency in
some areas, and reliable broadband access over large ar-
eas. For example, dense urban areas require high band-
width as users may upload HD video to their preferred
social network application and also low latency because
they may use Virtual Reality (VR), remote video pres-
ence and Augmented Reality (AR) streaming.

• Massive Machine Type Communication (mMTC) type,
which needs efficient and reliable wireless connectivity
for massive deployment of sometimes resource con-
straint devices. An example of this type of service is
the deployment of a large number of sensors and actu-
ators (over a million devices per square kilometers) to
monitor or control a given area.

• Ultra-reliable and low-latency communications (uRLLC)
or ultra-reliable MTC, which covers all services requir-
ing ultra-low latency connections. Notable examples
include industrial control systems, real time control of
vehicle and traffic, and public safety scenarios.

It is worth noting that other SDO bodies, like 5GMF, has
also defined 5G use-cases. In [7], 13 usage scenarios have
been studied and expected to be realized in 5G mobile net-
works. They have been categorized into four facets; 1) Enter-
tainment, 2) Transportation, 3) Industries/Verticals, and 4)
Emergency and disaster relief ultimately giving a connected
device perspective which spans across the three previous use
cases combining multiple applications and services from
each into a comprehensive service offering.

2.2 Existing Network Slicing Architectures

Obviously, the current “one-fits-all” network architecture is
not efficient to support the different needs of 5G services,
in terms of latency, bandwidth and reliability, especially
because the different service classes are expanding on the
direction of one specific requirement (more capacity, more
devices connected and low latency) in the detriment of the
others. Enabling network slicing in mobile networks, and
building network slices tailored to each service, represent
one of the solutions towards supporting 5G services. In this
context, several 5G initiatives from industry and academia
alike have been proposing a new mobile network architec-
ture, featuring network slicing; mainly based on Software
Defined Networking (SDN), Network Function Virtualiza-
tion (NFV) and cloud computing.

In the 5GNorma project [8] funded by the European
Commission, a new programmable and flexible mobile ar-
chitecture is proposed. The aim is to enable multi-tenancy
over a shared physical infrastructure, and hence network
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slicing. To this end, the 5GNorma introduces three enabling
functional blocks: Software Defined for Mobile networks
(SDM)-Orchestrator(O), SDM-Control(C) and SDM-X (Co-
ordinator). SDM-O interfaces the network slice infrastruc-
ture to the business domain. The SDM-O handles the slice
creation, and translates the slice requirements to network re-
sources in terms of Virtual Network Functions (VNF) and
Physical Network Functions (PNF). The SDM-O places and
orchestrates the VNFs in the networks, since the SDM-O has
a complete view of the network. The resources assigned to
a network slice are managed by the SDM-C. The SDM-C
builds the forwarding paths used among VNFs and PNFs,
while sustaining and managing the constraints and require-
ments defined by the SDM-O.TheSDM-C is alsomonitoring
the slice resources, in case of QoS degradation. The SDM-C
is also allowed to request more resources from the SDM-O
in a situation where the resources allocated to a slice is not
enough to meet its desired level of QoS. While SDM-O is in
charge of scaling up and down of the slice specific resources
(i.e. compute, storage, transport), the SDN-X is in charge
of scaling up and down shared resources among slices (e.g.
radio resources).

In [9] 3GPP has provided first analysis of the impli-
cations arising from network slicing, without including the
RAN. While the RAN remains as a common network seg-
ment that includes a new element for slice identification and
selection, the Core Network (CN) slicing will be based on
the eDECOR [11] model. In the latter the CN instances
(slices) are connected to the shared RAN using the classical
S1 interfaces. The eNodeB is able to steer the slice traffic to
the correct CN instances using the slice ID communicated
by the UE during the Radio Resource Control (RRC) pro-
cedure. The slice ID could be hard encoded in the UE (i.e.
USIM) or encoded through the Public Land Mobile Net-
work (PLMN). In case the devices come without a slice ID,
a redirect mechanism was added to the 4G Evolved Packet
Core architecture [10] in which a first MME makes the au-
thentication and authorization of the UE and based on the
authorization redirects the request to the appropriate MME
for further operations.

Therefore, a mobile network slice is basically made
up of VNFs of a CN and a RAN connected together to
form a fully functioning substrate of a mobile network en-
abled by the NFV technology. The ETSI NFV architecture
has not only introduced a dynamic construct of an NF for-
warding graph which aids a flexible NF deployment and
dynamic network operation, it has also standardized the con-
cept by defining three major operational domains, namely
[23]: (1) VNFs - this operational domain covers the net-
work functions implemented in softwares deployed to run
on virtual platforms with an underlying physical infrastruc-
ture, (2) NFV Infrastructure - this domain consists of both
the physical and virtualized network resources on which the
VNFs are running, (3) NFV Management and Orchestration
- this operational domain is responsible for the management
of all virtualization-specific functions in the NFV architec-
ture, from the life-cycle management of the VNFs to the

orchestration and management of the network resources.
Assuming that a network slice is a composition of phys-

ical and virtual resources, which might be instantiated over
multiple domains, the 5GEx funded EU project [12] has
proposed a new architecture extending the concept of ETSI
NFV architecture to cover multiple domains. The new ar-
chitecture is composed of three layers: Resource domain,
single domain resource and multi-domain resource. The re-
source domain represents the lower layer of the architecture.
It exposes domain resources to the single domain orches-
tration layer via specific interfaces. According to 5GEx,
a domain may refer to a technological domain or operator
domain. The single domain orchestration layer, the mid-
dle layer, includes the domain specific orchestrator, which
performs resource and service orchestration of a specific do-
main using the interfaces exposed by the domain resource
layer. Domain specific orchestrator are using interfaces to
communicate and coordinate. The top layer of the architec-
ture is the multi-domain orchestration, which includes the
multi-domain orchestrator. Each multi-domain orchestrator
is connected with one or multiple single-domain orchestra-
tor, and managed by the Orchestrator Admin Domain using
business-to-business (b2b) interface. Moreover, the multi-
domain orchestrator are connected to other multi-domain
orchestrators using the same b2b interface. Finally, the
Multi-domain orchestrator exposes a customer-to-business
(c2b) interface to consumers.

3. 5G!Pagoda Project’s Network Slicing Overview

To build an end-to-end network slicing, two significant as-
pects are required. First, we need to carefully define an
end-to-end network slice from UE to cloud data centers us-
ing programmable resources per application service. This
means that there is a need to enable dynamic creation, mod-
ification, maintenance and disposing of network slice(s) to
serve user’s needs from the radio access to the packet core
networks. The slice creation technique has to be meticu-
lously planed and coordinated especially across fixed net-
works and radio boundaries, i.e. the so called mobile packet
core slicing and RAN (Radio Access Network) slicing. Each
network slice is made up of a virtualized air-interface, radio
access network and mobile packet core network, and trans-
port network combined. Second, in order to support various
5G network applications and service requirements, as well as
legacy information networking services, a viable slice archi-
tecture should manage and operate a large number of slices
in a scalable, dynamic and on-demand, and reliable manner.
Such kind of slice instantiation, maintenance and termina-
tion capabilities would strongly require the establishment
of a highly sophisticated distributed processing scheme and
“deeply programmable” E2E networking. In what follows,
we describe the network slice requirements as dissected and
assimilated in the 5G!Pagoda project.
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3.1 Slice Template and Orchestration Overview

As stated earlier, a slice offers a dedicated full network sys-
tem needed to serve an application, similar to what a current
network is offering, replicated and customized as best as
possible to satisfy the requirement needs of the connected
UEs. For this reason, a slice has to include all the function-
alities which are currently available in a physical network
e.g. a 4G mobile network. Additionally, as the different slice
components are implemented in software on top of common
hardware resources, a set of optimizations are considered,
especially by adding the flexibility and dynamicity made
available by SDN and NFV to the system.

Basically, the underlying high-level functionalities for
all the network slices are similar, therefore, the main dif-
ferences would be in the customization and parametrization
of each slice instance to serve a specific application need
efficiently. As a result, all the slices can be implemented fol-
lowing our proposed slice template, as illustrated in Fig. 3.
On top of a set of common resources, a Data / User Plane
is implemented enabling the communication of information
between end devices and a network slice, as well as within
a network slice. The Data/User Plane is controlled by a
separate Control Plane, following the principles of carrier-
grade telecom networks enabled through the use of SDN
technology whose potential challenges has already been ex-
amined and addressed in [20]. Immediately above both the
Control and User Plane, there is a Service plane which is
established with different application enablers in order to
offer the appropriate connectivity service to the specific ap-
plication(s) using the network slice. Below the End-to-end
Applications plane and Next to the Service, Control and Re-
sources planes is the management plane, which controls and
manages the appropriate operations of all the other planes
and their resources. Considering the latest technological ad-
vancements in telecommunication and networking, the con-
trol and data/user plane would be implemented following the

Fig. 3 5G slice template and instantiated slices on top of a common
infrastructure.

SDN principles while all the connectivity layers would fol-
low the translation of physical network functions to software
modules running on top of a common hardware (generically
named softwarization), a principle proposed by ETSI NFV.

A network slice is expected to include all the network
components such as a RAN, a transport and a core network,
application enablers (e.g., video streaming optimizer) and the
applications themselves as well as the management for these
technology domains which is necessary to provide a specific
service to the end customers. However, in order to optimize
the network slice functionality, some of the classical network
componentsmay be shared using the current network sharing
system (without software customization) and not be included
in a network slice. For example, the RAN could be shared
between multiple slices thereby making a network slice to
only include the rest of the components (e.g., core network
components and packet data network components–caches,
servers, etc.).

Since multiple slices are deployed on top of virtual re-
sources, there is a need to introduce a new capability to
operate multiple slices, as a life-cycle orchestration, this
functionality is being described in this subsection. As illus-
trated in Fig. 2, different 5G slices are instantiated and are
running in parallel and in isolation on top of the same infras-
tructure. An infrastructure may be operated and managed
by single telecom operator or may consist of multiple sub-
infrastructures operated by multiple operators and providers
(for instance, telecom operators, MVNOs, cloud providers
etc.). This allows the deployment of various types of slices,
which are deployed on top of different infrastructural config-
urations made possible mainly due to the fact that the slices
are running on virtualized isolated environment dedicated to
serve the need of a particular service.

As the resources are virtualized, the slices can receive
dynamic resources during their runtime as well as differ-
ent resources placement, through this, the infrastructure be-
comes more flexible and available in a different combination
on demand and flavours. Bearing the flexibility and dynam-
icity of the system in mind, the life-cycle orchestration of
network slices is not only able to deploy a network slice
according to the specific configuration needs of the slice,
but also is able to adapt the network slice to different us-
age conditions based on the behaviour of the slice users.
In addition, the network slice can evolve to accommodate
exceptional network situations based on for instance, the
available network resources, unexpected fault detection and
management, performance optimization and possible net-
work security compromise. All these functionalities have to
be covered by a new set of functional elements (especially,
to differentiate from the internal management plane opera-
tions which are specific and private to each network slice),
generally named life-cycle orchestration in this specification.

3.2 Multi-Domain Slicing System

The resources are seen separated per technology domains
depending on the technology type (Fig. 4):
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Fig. 4 Recursive resource orchestration.

• Virtualization Infrastructure (VI) is consisting of all
the nodes which are offering compute and storage re-
sources as well as the networking to interconnect these
resources. Examples of VI include data centres and
edge compute units.

• Radio - represents the radio resources in terms of spec-
trum and allocable spectrum areas and the allocation of
the communication channels within the spectrum.

• Transport - consists of the networks which interconnect
the VIs and the radio resources within the same or in
different administrative domains.

Each of the technology domains has its own Resource Or-
chestration (RO). We argue this choice by the different struc-
tures of the resources, which from the perspective of their
respective specifications, should be handled by separate ROs,
each specific to a technology domain. It is foreseen that for
example, for the transport network, an SDNWAN controller
will act as the RO while for a data centre, a typical VI Man-
ager (VIM) (e.g., OpenStack) from the perspective of ETSI
Management andOrchestration (MANO)may be used. To be
able to use the resources in an appropriate manner across the
administrative domain, an administrative domain resource
orchestrator (RO), named Aggregation RO is considered on
top of the technology specificROs. TheAggregationROwill
aggregate all the resources into the same RO, through this
operation, the network resources will become transparent to
the domain-specific slice orchestrator. This aggregator RO
can be seen as a hierarchical type of resource aggregation,
mainly for efficient deployment of the system. For example,
in Fig. 4, an Aggregation RO can be considered for the ra-
dio technology domain across the different technologies and
spectrum used. Please note that the resources of the differ-

ent administrative domains may be interleaved as in the case
where one domain handles the data centers located on the
connectivity path while other administrative domains handle
the connectivity between the data centers.

Another reason for introducing the additional Aggrega-
tion RO is to have an overview of all the resources inside
an administrative domain in order to place VNFs and create
related NFFG (Network Function Forwarding Graph) across
different resources (including multiple data centers, trans-
port, different wireless accesses) efficiently. The underlying
reasons for this architecture are manifold. Primarily, with
the global view of all the resources inside an administrative
domain, the global RO can best place VNFs with optimum
usage of the underlying resources according to VNF’s re-
quirement. Such requirement could for example be affiliation
between NFs and special hardware requirements.

Besides, inside an administrative domain, the environ-
ment could be multi-technology as well as multi-vendor, but
a network slice orchestration would always follow exactly
the same set of procedure. Such recursive orchestration pro-
cedure enables clear separation of each domain’s responsi-
bilities, facilitates reliability and manages scalability within
the administrative domain. It also enables the enforcement
of different policies in each domain. The domain specific
slice orchestrator is in charge of end-to-end orchestration
with the interaction of the global RO. In this case, the do-
main specific slice orchestrator is similar to NFV Orches-
trator (NFVO) defined by ETSI MANO but with additional
functions required to interact with the multi-domain slice
orchestrator. For example, the northbound APIs for commu-
nicating with the multi-domain slice orchestrator. The entity
which is handling the end-to-end orchestration has to be able
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to collect and transmit the contact points which enable the
interconnection with other administrative domains. The in-
formation may include IP addresses within the technology
domains use in connecting different technologies from dif-
ferent administrative domains, IP addresses used to bound
virtual networks from one domain to another, technologies
of the virtual networks binding the two domains and VNF
level IP addresses. In case the slice network is explicitly
distributed across the domains (IP addresses are allocated
in the slice based on a common addressing schema which
is done through the orchestration as in the case of any PaaS
or SaaS and not for IaaS where only resources are allocated
and the tenant has to create the network through its own ad-
ministrative means) the VNF level IP addresses can still be
collected and transmitted. To be able to broker and to bind
resources within multiple administrative domains, a multi-
domain slice orchestrator is introduced into the system. The
multi-domain slice orchestrator is communicating with the
orchestrator in the administrative domains to be able to stitch
a slice across the multiple administrative domains, by using
resources allocated in each of them. A business service slice
orchestrator is added in the logical multi-domain manage-
ment to be able to interact with the administrator of the slice
in the management of the life-cycle operations as well as to
offer the administrative entry points to the software elements
from which the slice is composed of.

4. Network Slicing Architecture

To address the above-mentioned requirements in section II,
and enable the multi-slice concept, a set of high level archi-
tectural reference models are proposed as shown in Figs. 4
and 5. Depending on the perspective towards the system, the
orchestration architecture, whereby the specifics of the ser-
vice deployed in the multi-slice architecture are transparent
(i.e., it can work for any type of slice) and the slice archi-
tecture, wherein the wholistic functionality within the slice
template is detailed towards the appropriate functionalities
for each of the features are presented. The two solutions
are detailed in the following subsections, including the func-
tional definition of the network elements.

4.1 Slice Architecture

The slice architecture includes all the components that com-
pose the network of virtual network functions within the
network slice. The proposed slice architecture is illustrated
in Fig. 5 and follows the slice template model described in
the previous Sect. 3. From the perspective of the slice ad-
ministrator, the slice represents a complete virtual network,
thus, it is a transpose of the current physical network towards
the virtual environment. However, the slice architecture has
to account for the underlying differences when compared
to a physical infrastructure. Therefore, new functional fea-
tures are added to them in order to form the basis for new
benefits in running fully softwarized networks. This type
of network slice architecture will perfectly support the idea

propagated by the ANYthing As A Service (ANYaaS) [15]
concept whereby a service orchestrator which is capable of
delivering services such as dynamic video caching, traffic
offloading, light-weight machine type communication EPC
on-demand all at the same time is discussed. The slice is
running on top of virtual resources (virtual computing, vir-
tual storage, virtual networking and virtual radio) which are
acquired on demand through the orchestration architecture.
Different from the physical architecture, the resources are
varying in time and in place, thus making the slice flexible
in terms of capacity and deployment needs. The deployment
of a completely virtualized mobile network component (for
example, the evolved packet core (EPC) as a service in the
cloud has already been evaluated and different deployment
options proposed in [18] and a light-weight EPC for MTC in
[19]) is no longer new, but developing a high-level template
architecture which has all of the VNFs to support any of the
slice use-case groups at any particular point in time to enable
the deployment of a complete network slice in our opinion
is state of the art. For the data/user plane within the slice, a
set of components are considered including:

• Data storage and processing components,
• Data plane components related to the connectivity (e.g.,
Serving Gateway User Plane - SGW-U, Packet Data
Network Gateway User Plane - PGW-U),

• Data plane components related to the content routing
and storage (e.g., Information-Centric Networking -
ICN, Content Delivery Network - CDN), and

• Deep data plane programmed components.

With these, the slice accounts for the possibility to carry
out processing of the data directly at the data path, which
is mainly possible due to the virtualization of the resources.
Moreso, the fact that the slice does not require a separation
of the work-flow towards other Apps in the service plane as
in the current architecture is an additional benefit. For the
control plane within the slice, a set of additional components
are considered, providing the connectivity and data control
for the specific data plane. It includes functionality for:

• Control of data storage and processing components,
• Control of connectivity related components (HSS,
MME, SGW-C, PGW-C),

• Control of forwarding plane (routing and forwarding
control), and

• Control of the apps deployed at the data plane level.

In the service plane, a set of Apps (i.e. Application Servers
in 3GPP terminology) are deployed enabling the specific
service deployment. For managing the slice (this including
all the layers of the service), a set of components have to be
deployed:

• Slice O&M [13] - the slice operations and management
have asmain functionality the installation of the specific
slice functionality and its maintenance. For the instal-
lation related operations, the slice O&M should be able
to request on-demand the addition of a new network
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Fig. 5 Slice high-level architecture.

function to a running slice (e.g. the addition of a new
firewall) in case it is needed based on the information
available in the service catalogue and by addressing a
momentary communication need. For the maintenance
part, the system has to be able to support continuous
integration and replacement of network functions with
one that offers better functionality (resulting probably
in more complex function descriptors) or an entirely
new version. Within the NFV environment, a large part
of the O&M can be automated under the supervision of
the slice administrator. Additionally, O&M is strictly
related to the service, hence, less of the operations are
generic. For this reason, the slice O&M cannot be
centralized in the MANO stack.

• Slice FCAPS (Fault Management, Configuration, Ac-
counting, Performance and Security)[14]–the FCAPS
represents the main management functionality of the
system. Based on the monitored information coming
from the different components and from the infrastruc-
ture, the FCAPS system has to provide the appropriate
decisions in order to maintain the slice at the appropri-
ate functioning parameters. It includes the following
high level functionalities:
– Fault management - fault monitoring, correction,
detection and mitigation actions including failures
at the network function level as well as failures in
the functioning of the different components.

– Configuration - including the specific function-
ing policies and adapted policies which flexibly
change depending on the scaling of the service,
beyond the simple configurations provided by the
VNF Manager (VNFM)

– Accounting - gathering usage statistics of the slice
– Performance - gathering network monitored infor-
mation, making decisions and enforcing them on
the components themselves as well as towards the
NFVO in order to be able to maintain the expected

service level for the users
– Security - defining the authentication and the en-
cryption mechanism as well as the access con-
trol (firewall) rules for the system and adapting
them according to the flexibility of the system as
well as changing the network topology in case of
threats (e.g. pushing towards sandbox networks
users which are perceived as possible threats).

• Subscriber configuration management–one specific
type of configuration is related to the subscription pro-
files. Although it is not foreseen that the subscription
profiles will be frequently modified during the runtime
of the slice, however, two major operating strategies
have to be considered:

– Completing the database information for authenti-
cation, authorization and access control rules (i.e.
the subscription profile) for all the users at the de-
ployment of the slice; this highly depends on the
number of users projected to connect as well as on
a possible previous completed database with such
subscription profiles.

– Adding new subscription profiles during runtime
on-demand.

Furthermore, it is expected that the slice will be stitched
with other external services or with other slices. For this, a
set of inter-slice network functions are considered in order
to be able to properly interconnect the network slices. The
functionality includes:

• Inter-slice management functionality–enabling the
peering between the different slices. The inter-slice
management functionality has the following function-
alities:

– Slice discovery and selection–based on the infor-
mation received from the tenant during the de-
ployment, this functionality enables the discovery
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of the peering slices to connect to. Note, this is
a service level stitching between running slices,
complimentary to the slice deployment on top of
multiple domains.

– Inter-slice connectivitymanagement - provides the
peering between the different slices for exchang-
ing information on the contact points of the slices
as well as on the protocol stack (including en-
cryption) for the connectivity between the contact
points. If any other connectivity related policies
have to be exchanged (rate limiting, availability,
etc.), they will also be exchanged over this inter-
face.

• Slice Border Control (SBC)–the SBC functions at the
control and data plane levels enables the peering of
the control and data plane layers between the different
slices.

– SBC-Control - ensures the interconnection at
protocol level between the different components
within the slices. It may include for Diameter peer-
ing a Diameter Router Agent (DRA) and for IMS
communication a Session Border Controller, both
with the role of peering with the foreign domain,
appropriately routing the requests to the other do-
main, as well as the anonymization of the private
slice information and the encryption of the com-
munication.

– SBC-User - ensures the proper interworking be-
tween the data path components in case the com-
munication requires other protocols than IP only.
The functionality may include GPRS Tunnelling
Protocol (GTP) peering (as in the case of packet
core roaming), SFC (Service Function Chain-
ing) peering, multimedia transcoding, and content
compression.

Similar to the slice orchestration, there are several functions
where a dynamic adaptation may be considered, beyond the
current management system. This addresses the following
management operations:

• Inter-slice connectivity management policies–can be
adapted depending on the momentary network func-
tion placement e.g. if functions of two components of
the different slices are co-located, it could be better
to establish between them a connection compared to
components which are located in different data centres.

• FCAPS operations–FCAPS functionality is the main
beneficiary of the dynamic adaptation stack which of-
fers a large amount of possible adaptation actions. This
would be a comprehensive extension of the current
FCAPS functionality deployed for legacy physical sys-
tem towards complex events processing and towards
adaptations which are possible only in the NFV envi-
ronment. These functionalities could be for instance,
actions for re-creating the network on components’ fail-
ure, configurations depending on the dynamic network

as established by the NFVO during the runtime, dif-
ferentiated accounting systems depending on services,
time of day, etc. It could also involve tasks to en-
hance the performance and security optimizations of
the system through adaptation of functions such as de-
ployment of more appropriate VNFs to a momentary
situation, reconfiguration of the components depending
on a momentary topology of the system for increas-
ing the resilience and the availability, ensuring of the
service Key Performance Indicators (KPIs) across de-
ployments on top of heterogeneous infrastructures to
the environment.

• Slice O&M–bringing new components into operation
in an already running slice including the dynamic de-
ployment of network slices for continuous integration
and automation of the maintenance operations. Also
the auditing of the components’ performance based on
the event log and the adaptation of the running policies
according to any detected anomalies.

4.2 Orchestration Architecture

The orchestration architecture represents the perspective on
the system from the multi-slice system management side.
The main functionality is related to the life-cycle manage-
ment of the slice and less to the slice functionality itself,
thus being the same, no matter the deployed slice type and
regardless of the domain in which the slice is deployed.
A set of existing functions from the NFV environment as
well as from dynamic adaptation stack are included in the
system. In the following, they are described together with the
other new components introduced into the system, making
references towards existing specifications when needed.

4.2.1 NFVI

The Network Function Virtualization Infrastructure (NFVI)
as seen from the perspective of the slice management, there
are no modifications to the NFVI compared to the existing
infrastructure proposed in the high level ETSI NFV archi-
tecture. However, a specific implementation of the virtual
network is considered covering deep data plane programma-
bility and inter-data centre WANs.

4.2.2 VIM/WIM

The Virtual Infrastructure Manager (VIM) is defined in the
ETSI NFV architecture. Additional functionality of the VIM
includes the capability to control the user/data plane func-
tionality such as in the form of an SDN controller or an ICN
or CDN information and content control in order to be able
to provide a separation of the data plane when the data traffic
is directly routed through the network (i.e. deep data plane
programmability). The Wide Area Network Infrastructure
Manager (WIM) has the role to define the virtual networks
between different parts of a slice on top of common trans-
port networks (i.e. the inter-data centre environment sharing
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Fig. 6 Orchestration architecture.

rules).

4.2.3 NFVO

The NFVO has the functionality defined by ETSI NFV with
its two roles of:

• Resource Orchestrator (RO) enables the brokering of
theNFVI resources between themultiple parallel slices.
The NFVO represents an aggregation point for the ad-
ministrative domain for resources management. The
NFVO communicates with multiple VIMs and WIMs
and is able to allocate the resources appropriately across
them.

• Network Service Orchestrator (NSO) provides indica-
tions on how the system should scale and where the
network functions should be placed following the Net-
work Service Descriptor (NSD) information.

• Additionally, the NSO is extended to support additional
commandswhichmay result in the dynamic changing of
the NSD information. By this, the active service can be
dynamically modified during runtime with additional
actions compared to the static NSD based decisions.
For example, with this new functionality, new VNFs
can be added during runtime to a running system (e.g.
a more resilient firewall in case of a network attack).

4.2.4 VNFM

The VNF Manager (VNFM) has the role defined by ETSI
MANO specification to:

• Allocate resources to the VNFs appropriately or to del-
egate this operation to the NFVO,

• To receive events on the completion of the specific oper-
ations and information on the dynamic configurations,
and

• To configure through the Element Management (EM)
the VNFs with the dynamic configurations similar to
the operating notion shared in [17]

4.2.5 Domain Specific Slice Orchestration

The domain specific slice orchestrator is able to commu-
nicate information on the specific slice split between the
different NFVOs with multiple NFVOs located in the same
domain. Additionally, the domain specific slice orchestrator
receives information on the life-cycle management of part of
the slicewhich is allocated to run on the specific domain from
the multi-domain slice orchestrator. Note that this function-
ality is already offered by the northbound API of the NFVO
in the form of the processing of NSDs. It shall be noted that
in the envisioned architecture (Figure 6), a domain-specific
slice orchestrator and NFVO may be the same entity.
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4.2.6 Multi-Domain Slice Orchestration

The multi-domain slice orchestrator has as main role to pro-
vide a slice on top of multiple administrative domains. It
contains the following functionalities:

• Receive requirements from the business service slice
orchestrator on the requirements for the specific slice.
The requirementsmay be received in a static description
form such as TOSCA or an NSD file.

• Establish secure connections to the multiple domain
specific slice orchestrators

• Acquire, if permissible, knowledge on the available re-
sources in the specific administrative domains in terms
of available infrastructure and available services (e.g.
stored virtual machine images)

• Negotiate with the domain-specific slice orchestrators
the resources and their locations to be allocated for a
slice customer

• Make decisions based on the requirements received on
the split of the slice functionality across the multiple
administrative domains

• Command the installation of the slice over the multiple
administrative domains

• When the installation is successful, exchange connec-
tivity parameters between the different domain specific
orchestrators to be able to stitch together the slice

• Announce the tenant through the business slice orches-
trator on the successful installation of the slice as well
as on the connectivity and management points

• Inform the tenant, through the business slice orchestra-
tor and/or the slice-specific OSS, of any SLA breaches
or any other types of major failures of the deployed slice

4.2.7 Business Service Slice Orchestration

The business service slice orchestrator has the role of a portal
to advertise the possible services, to trigger their deployment
and in case of success, to transmit to the slice administrator
the specific entry points to the new slice management.

4.2.8 Dynamic Adaptation Stack (for the Life-Cycle Man-
agement Plane)

The life-cycle management plane has multiple points in
which and through specific policies, the functionality of the
system may be adapted. Based on the monitored informa-
tion from the slice, the NFVI and the life-cycle management
components, and the dynamic adaptation stack can provide
the following adaptations:

• VIM level - migration of virtual machines, fault man-
agement and mitigation at the VM levels, configuration
of the infrastructure, infrastructure security protection,
authentication and authorization, resources scheduling
for performance and resilience for example using such

technique proposed in [21];
• WIM level - establishment of new data paths, traffic
steering betweenmultiple data paths, QoS classification
and differentiation, application differentiation through
deep data plane programmability;

• NFVO level - network functions placement in the do-
main, scaling policies, automatic fault management, re-
silience and security through application independent
mechanisms, modifying the policies in selecting do-
main specific ROs;

• Domain specific slice orchestrator - modifying policies
in selecting NFVOs

• Multi-domain slice orchestrator -modifying the policies
in selecting administrative domains, SLA breaching re-
ports;

• Business service slice orchestrator - transmitting to the
tenant events in regard to the system on top of which
the slice is deployed (i.e. normal behaviour)

4.2.9 Slice Administrator

Using the system, the slice administrator is able to:

• Request a services catalog from the business service
slice orchestrator

• Select and configure a slice based on the services pro-
vided in the catalog

• Trigger the deployment of the slice according to the
configured services

• Administrating the dynamic adaptation stack in both the
orchestration and within the slice as much as allowed
and possible through policies within the policy engine.
Most probably this will be done through pre-defined
templates. Administrating the services within the slice
through policies within the slice specific OSS as well
as through user profiles.

4.3 Dynamic Policy Based Management

One of the major advantages of software slices, deployed on
top of common infrastructures, is that the system can be dy-
namically adapted to new network conditions. This includes
the adaptation within the slice (i.e. the slice management
which is part of every slice due to the fact that flexible re-
sources can adapt the functionality of the system to the most
appropriate conditions). Additionally, it includes the adapta-
tion at the life-cycle management (i.e. the life-cycle manage-
ment can adapt the resources allocated to the specific slices
depending on their momentary needs as well as through bro-
kering the available resources). With a physical system, there
was notmuch liberty in terms of events that could happen and
not too many actions possible. In NFV, due to the flexible
virtual infrastructure used which can scale on-demand and
due to the decoupling from the physical infrastructure, new
events may be generated. These events could sometimes be
highly complex combining information from different met-
rics of different components. Also, the software system has
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Fig. 7 Dynamic policy based management.

more possibilities into adaptation including scaling oppor-
tunities, network function placement and reconfigurations
during runtime for the new network conditions. For this
reason, the basic event and logging system which accom-
panies at this moment the network management stack is not
sufficient to optimally operate in a software network environ-
ment. With this, new dynamic, policy based management
stacks are created for different network functions, enabling
them to take appropriate decisions on specific events.

As depicted in Fig. 7, the dynamic policy based man-
agement stack includes the following classical components,
adapted and applied in the new NFV environment:

• Monitored elements - this represents the elements from
which the information is gathered, be it part of the
service, of the management of the service or as part of
the life-cycle management of the service. To reduce
the communication needs, the monitored elements may
aggregate part of the monitored information.

• Monitoring (server) - the monitoring server receives all
the monitored information without any processing or
qualification (all information from the monitored ele-
ments is uniform). Based on threshold policies, the
monitoring server is either logging the events and rais-
ing alarms (as in current management systems) or it
provides basic events (e.g. CPU over 90% for a compo-
nent for 3 times in the last 5 minutes) to the analytics
and to the management policy engine.

• TheEvent Log stores information on the outstanding ba-
sic events which are logged from the monitoring server.
Alternatively, it can be increased by adding more com-
plex events.

• The Analytics component has the role to generate more
complex information from the basic events. Depending
on the type of analytics, it may provide different gran-
ularity level events such as root cause analysis in case

of component failure or even subscriber usage pattern
information. Regarding the latter, per-subscriber moni-
toring is technically possible through the processing of
information available at the core network (i.e., Home
Subscriber System - HSS), however, this operation is
highly complex and coping with privacy violation may
be a challenge. The complex information is transmitted
in the form of policy triggers to the policy engine or in
the form of new policies to be added to the system.

• The policy engine is the central decision entity of the
dynamic adaptation stack. Based on the received trig-
gers from either an analytics engine or directly from the
monitoring, it checks the system conditions and based
on this, it generates a set of mitigation actions which
may result in the modification of the running system.

Additionally, to this system, an event broker may have to be
added to the interconnection between the various analytics
engines, the monitoring server and the policy engine. The
event broker has the role to properly route the events between
the different components.

4.4 Network Slice Orchestration

In this section, we will use the architecture as well as the
elements defined in the precedent sections to demonstrate
the creation of two types of end-to-end slices, single domain
and multi-domain slice.

Figure 8 shows the case of creating a single domain
slice via the multi-domain slice orchestrator. This would
represent the case, where the BSS-O has no information on
whether the resources should be created from one domain
or more. After receiving a request from the customer, the
BSS-O sends a slice creation request to the multi-domain
slice orchestrator. The latter uses its blueprint model to
build the slice blueprint, which will be communicated to
the domain specific slice orchestrator. It is important to
note that the multi-domain orchestrator selects the domain
to be used for deploying VNFs using a local logic, which
takes into consideration the available resources information
communicated by the domain specific orchestrator(s), and
other information like the geographical area to cover, etc.

Then, the slice blueprint is created. In some cases, after
building the slice blueprint, the multi-domain specific slice
orchestrator may update its blueprint model according to the
information received from the domain specific slice orches-
trator. In this use-case, the multi-domain orchestrator selects
only one domain for deploying the VNFs. On receiving the
slice blueprint, the Domain specific slice orchestrator adjusts
the slice blueprint according to its domain specific model.
After that, using the updated slice blueprint, the VNFO fol-
lows the same steps, as described in the precedent case, to
deploy the VNFs.

Figure 9 displays the creation of a multi-domain slice
via themulti-domain slice orchestrator. Themain differences
with the precedent case are:

• Themulti-domain orchestrator selects mulit-domain re-
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Fig. 8 Single domain slice creation via direct interaction with “multi-domain slice orchestrator”.

Fig. 9 Multi-domain slice creation via direct interaction with “multi-domain slice orchestrator”.

sources to deploy the slice.
• For each domain, a slice blueprint is created. Each one
indicates a part of the slice to be deployed. For instance,
one domain may deploy only the radio resources, while
another domain may instantiate both the virtual infras-
tructure and the transport network resources. The slice
blueprints are sent to each domain specific slice orches-

trator in order to be enforced.
• The mutli-domain orchestrator merges the slice IDs, to
create a new slide ID along with its credentials, which
will be communicated to the customer.
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5. Conclusion

In this article, we dissected the challenging requirements en-
visioned to be addressed by the 5G technology when it is
finally ready, based majorly on the 5G white paper and tech-
nical reports of SDOs such asNGMNand 3GPP respectively.
We studied the diversity and complexity of these techno-
logical needs and sought solutions in standardized network
softwarization technologies. We realised that any poten-
tial framework to address the differentiations in these some-
times conflicting requirements has to be all-encompassing,
very comprehensive, flexible, adaptive on-demand and pro-
grammable. As a result, we chose the option of network
softwarization enabled through SDN and NFV.

Using network softwarization techniques based on ma-
jor technological enablers such as SDN, NFV and cloud
computing, we have been able to design a potential 5G net-
work system and network slice architectures. We developed
state of the art network slice life-cycle (from instantiation
to termination of network slices to free network resources)
management algorithms over a single technology, adminis-
trative domain as well as across multiple domains. These ar-
chitectures are designed to be robust, resilient to NF failures
such as the type discussed in and mathematically modeled
in [16], reliable and adaptive to changes in users’ needs and
network behavior on the fly.

We proposed a network slice should be orchestrated
in an hierarchical fashion. The cascading orchestration re-
quests and the resulting orchestrated network slice should
be composed of orchestrated VI from the core network, vir-
tual RAN and virtual Transport network components. In
addition, we proposed and designed a potent standard net-
work slice blueprint composing of seven major components,
which are the slice service capabilities exposure (SSCE),
slice specific OSS (SSO), dynamic adaptation stack (DAS),
service, control, user and virtual resource planes.

Although all of the slices may follow the same template,
a careful attention should be paid to the fact that similar
components can be instances of the same software functions
but with different parametrizations and the different com-
ponents may also require separate implementations. From
the perspective of the architecture here presented, the re-
configurable software components are considered the best
alternative for the 5G requirements. Even though it may
happen that when further detailing the different components,
some functionalitymay have highly differentiated implemen-
tations especially when considering the limit use cases for
massive broadband, the huge number of devices connectivity
and the low latency high-reliability connectivity.
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