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Abstract—Efficient load balancing is an important requirement
for intelligent engineering of traffic over all-IP satellite networks.
In this regard, the authors have recently proposed an Expliit
Load Balancing (ELB) scheme for next-generation LEO/MEO
satellite systems. In ELB, a congesting satellite requestis
neighboring satellites to forward a portion of data, originally
destined to travel through the satellite, via alternative maths that
do not involve the satellite. While this feature yields bettr traffic
distribution and reduces the overall packet drops that may @cur
at the congesting satellite, it raises the so-called packetordering
issue. In connection-oriented protocols such as TCP, an ouwtf-
order reception of packets generates duplicate acknowledgents
that result in a gratuitous halving of the congestion window
This ultimately degrades the overall throughput of the netvork.

of such all-IP satellite systems consists in the develogmen
of a load distribution-aware scheme for routing traffic over
satellite constellations. Indeed, the high variance inubers’
density and the frequent topological variations of NGEO
satellite constellations lead to a non-uniform distribati
of traffic over satellite constellations. Effectively, sem
satellites get overloaded with data packets while othersane
underutilized. In the absence of an efficient routing aldponi
significant packet drops and excessive queuing delays may be
experienced at the overloaded satellites.

In the recent literature, a number of routing protocols have
been specifically proposed for satellite networks. A common

To cope with packet reordering issue in ELB, we suggest some
minor modifications to the TCP implementation at the receive
side to enable receivers to judge the actual reason beneathe
out of order reception of packets. We compare the performane
of our method to that of standard TCP and TCP-PR, a recently
proposed scheme for persistent packet reordering. Depenag
on the traffic characteristics and the satellite constelldbn type,
discussion on the advantages and pitfalls of each scheme isen.

feature among most of these protocols consists in theirsfocu
on searching for the shortest path with the minimum routing
cost without any consideration of the total traffic disttiba
over the entire constellation. To reflect network condgion
in the routing decision, and to hence guarantee a better
distribution of traffic over the satellite constellationthe
authors have recently proposed a routing protocol dubbed
Explicit Load Balancing (ELB) [4]. The key idea behind
|. INTRODUCTION ELB consists in the enabling of explicit exchange of current
Satellite communication systems are regaining ground atangestion state among only neighboring satellites. Tadavo
tremendous pace. For network operators, they are envisio@® imminent congestion, a satellite with high traffic load
as an important and scalable access technology to solve ttéguests its neighboring satellites to forward a portion of
last mile problem and to realize the vision of global ubiquig data, originally destined to travel through the satellitey
systems. In academia, they have been the focus theme of maltgrnative paths that do not involve the satellite. While
researchers and have generated a large library of resedrchehis traffic detouring feature ensures better traffic disiibn
the recent literature. and reduces the overall packet drops that may occur at the
Communications via satellites have first commenceambngesting satellite, it raises the so-called packet exorg
with the use of satellites in geostationary orbits. Recerssue. While this phenomenon does not affect connectisnles
trends in satellite-related researches have been towands roriented protocols such as User Data Protocol (UDP), in
geostationary (NGEO) satellites [1] [2], known as Low Earthase of Transmission Control Protocol (TCP), it results in
Orbit (LEO) or Medium Earth Orbit (MEQ) satellites, and thathe transmission of duplicate acknowledgments, unnerbssa
is for a number of reasons (e.g., need for lower propagatibalves the congestion window of TCP, and ultimately degsade
delays, lower terminal power requirements, and high-gyalithe throughput.
coverage of high latitude regions). To cope with the packet reordering issue in ELB, this
Within the researchers’ community, it has been almopaper argues the addition of a simple control mechanism
agreed that next-generation NGEO satellite systems shotddTCP receivers to enable them judge whether the out-of-
be designed to support broadband applications similar doder reception of packets is due to congestion or simply
today’s Internet [3]. Furthermore, the worldwide acceptanto changes in the communication path. The basic idea
of the Internet and the universality of its core protocohehind the suggested control mechanism consists in a simple
the Internet Protocol (IP), will drive satellite systemgoin monitoring of the Time-to-Live (TTL) field of packet headers
all IP. One of the key challenges in realizing the visioat receivers. If the reception of a packet in an out-of-order



manner is followed by no change or an increase in th®mogeneous. The major drawback of the protocol consists in
TTL value, the receiver judges the out-of-order receptien #his assumption as it is far away from being realistic. Irtjee
due to change in the communication path and accordinglgwly coming traffic can easily congest the chosen PRP path
does not send a duplication acknowledgment. If the owtnd leave other resources underutilized. In [9], Jianjun et
of-order reception is preceded by a decrease in the THL propose a Compact Explicit Multi-path Routing (CEMR)
value, the receiver can consider it as a congestion indicatialgorithm that bases its cost metric on both propagation and
and accordingly acknowledge the sender by sending itqaeuing delays. Queuing delay is predicted by monitoring
duplicate acknowledgment. Receivers become thus capatble number of the packets in an outgoing queue of each
of differentiating between out-of-order reception inddidey satellite every time interval. It is assumed that the nekwor
congestion and that due to change in the communicatistate over each time interval is updated before the routing
path. Simulations are conducted to evaluate the perforenamalculation is carried out. However, this cost metric does
of the proposed control mechanism against that of standawot reflect the congestion state of the downstream satellite
TCP. The packet reordering issue can be further solved agd consequently does not reflect the likelihood of packets
using the TCP-PR (Persistent Reordering) [5], a recently be dropped at downstream hops. To cope with the above
proposed scheme for persistent packet reordering. In lighentioned limitations, the authors proposed the ELB scheme
of the complexity and significant overhead of TCP-PR4]. As previously said, ELB exhibits interesting features
(compared to our proposed control mechanism), guideliniestter traffic distribution, congestion alleviation, andckget

on which scheme to use are given while taking into accouditop avoidance. It however leads to the packet reordering
traffic characteristics, namely the ratio of delay-non gems issue.

traffic rate to that of delay-sensitive traffic, and the diel B. Impact of Packet Reordering on TCP

constellation type (LEO or MEO). L . .
The remainder of this paper is structured as follows. N [10], it is shown that packet reordering has a negative

Section Il highlights some research work in the field offfect on TCP throughput. Indeed, current implementations
routing over satellite networks. Section Il briefly deses Of TCP work on the assumption that out-of-order packets

the ELB scheme and highlights the distinct features thidicate network congestion and unnecessarily cut their
are incorporated in the proposed control mechanism. Sectfg®ngestion window. They thus perform poorly when packets

IV portrays the simulation philosophy and discusses e reordered._Such pa_cket reordering may occur in differen
simulation results. The paper concludes in Section V. networks, particularly in satellite communication syssem
where different paths can be involved in communication as

[l. RELATED WORK in ELB. To cope with packet reordering, different schemes

Routing over mobile satellite networks has been A?fave been proposed_in Iiterature_ [11]-[13]. The most recent
interesting area of research for a large population 8f\d most outperforming method is the TCP-PR protocol [5].

researchers. A plethora of routing protocols has been thifls 1 CP-PR, detection of packet losses is made through the
proposed in the recent literature. A thorough discussion &fi€ ©f timers rather than duplicate acknowledgments. bhdee
the credits and pitfalls of notable routing protocols isegiin  P2ckets are assumed to be lost only if their corresponding
[6]. A common feature of most conventional routing I0rommmacknow_ledgments do not arrive within a _predefmed time. In
consists in the fact that they base their routing decisioardy e design of TCP-PR, worst-case analysis and Internegdrac

propagation delay without paying attention to queuing ymlaare referred to for appropriate setting of timers. While TCP
that may be significant in case of heavy loads. PR does not require any modifications at the receiver sidk, an

is therefore "backward compatible” with any TCP receiver, i
A. Load Balancing in Satellite Networks adds significant complexity and incurs important overhemmds

To reflect queuing delays in the routing cost metric, sever@M$ of both computation and memory, at the sender side. In
researchers have investigated the idea of incorporatiag Ighe following section, we suggest a simple modification €oas
balancing functions in the routing procedure. In [7], Kuatds ©N @ Simple comparison equation) to the TCP implementation

et al. propose a Minimum Flow Maximum Residual (MFMR t the _r.eceiver side to cope with packet reorderi.ng _in ELB.
routing protocol that selects the minimum-hop path with thEn€ utility of TCP-PR and our proposed scheme is discussed

minimum number of flows. One of the main drawbacks of tha@sed on traffic characteristics and satellite constefidipe.

MFMR protocol consists in the fact that it implies knowledge  1Il. PROPOSEDPACKET-REORDERING RECOVERY

of the flows over the constellation and does not consider the MECHANISM

case where the flows count increases along the selected patiyafore delving into details of the proposed packet-
Considering the fast motion of satellites, changes in ﬂo"Yéordering recovery mechanism, there is firstly a brief
count during the communication time is highly pOSSible'SThidescription of the ELB scheme.

would lead to the congestion of the selected MFMR paths and .

ultimately unfavorable performance. The Probabilistiwiyy A ELB Overview

Protocol (PRP) [8] uses a cost metric as a function of time ELB is exclusively designed for multi-hop NGEO satellite
and traffic load. The traffic load is assumed to be locatiaronstellations. Depending on its queue rati@,( current



queue occupancy to the total queue size), an ELBJgorithm 1 Pseqdo code of the proposed packet reordering
implementing satellite resides in one of the three follayinf€covery mechanism.

states: 1: Upon packet arrival
1) Free State (FS): whe®, is inferior to a predefined 2: if Packet arrival in ordethen
thresholda. 3: StoreTT'L = TTL'in—orde'r

2) Fairly Busy State (FBS): wherf, is between the 4  Resettimer
thresholda and another predetermined threshgld 5. Send back ACK

3) Busy State (BS): whef),. exceeds the threshofé 6: else
The key idea behind the ELB scheme consists in©  Check newlI'TL
enabling neighboring satellites to constantly exchanggigx &  If T7L =TT Lin—oraer then
information on the states of their queue occupancies. thdee®: Set a timer
when a satellite A experiences a state transition from fre if Timer expiresthen
to fairly busy, it sends a warning message to its neighborinig’ Send DupACK
satellites informing them that it is about to get congestdwe 1% else

neighboring satellites are then requested to update ihaing % Send normal ACK
tables and start searching for alternate paths that do clotda i;‘: | end if
: else

satellite A. When the satellite enters the busy state, ristmats
a Busy State Advertisement (BSA) signaling packet requgsti 16 Send DupACK
the neighboring satellites to reduce their sending ratéstiic 17 end if

destined to satellite A by a Traffic Reduction Ratio (TRR) & end if

The (1 — ) portion of traffic data will be transmitted via the

alternate paths retrieved earlier. BSA packets are braseita _ .
merely upon a state transition and only to the neighborirﬁ@cept'on of packets, the sender misinterprets the eveahas

satellites (not over the entire connection path). They thidication of network congestion and gratuitously thestlts
do not incur any significant overhead, in terms of neithdfansmission rate. In case of Newreno based TCP variant [14]
bandwidth consumption nor scalability. Partial ACKs (ParACKs) are used to indicate the occurrence

The key philosophy behind the setting of the queue ratff Multiple losses in a single_window. Upon reception _of a
thresholds,a and 3, is to reflect the packet discardingParACK' the sender retransmits the lost packet and waits for
probability in these two parameters so as to avoid packdl ACK to come back. To retransmit multiple lost packets,
drops when a satellite is running under heavy loads. Inde&gultiple Round Trip Times (RTTs) are thus required. This,
when traffic load gets heavy at a given satellite and the padggupled with the fact that satellite links exhibit relatgvd})ng
drop probability gets a high value, and 3 are set to small 9€lays, means that the TCP sender may necessitate a long
values so as the satellite would quickly transit to the budjn€ to increase its congestion window to its value before
state and neighboring satellites would promptly reducér th&Ntering the fast retransmit phase. This leads to a drastierd

sending rates to avoid possible congestion and packet atop¥tilization of the network resources. o
the satellite. As for the setting of, it aims at ensuring a long To avoid such an unnecessary shrinkage of transmission rate

enough recovery time for satellites before they enter agdiH® {0 packet reordering, we suggest that receivers retaeto
the busy state and request again their neighboring sagellif 1L field of packets to judge whether the out-of-order in the
to further reduce their sending rates. It also ensures thgF€Ption of packets is due to congestion or simply to change
the detoured portion of traffic does not experience furthi} the communication path. In case of IPV6, the use of the TTL
detouring along the selected path till the destination, sané field can be substituted by the Hop Limit field. Algorithm 1.
referred to as traffic redistribution cascading. Detailstoa POrtrays the pseudo code of the proposed packet reordering

settings of, 3, andy can be found in [4]. recovery mechanism. _ .
. _ Upon reception of a packet in order, a TCP receiver
B. Packet-Reordering Recovery Mechanism immediately sends back a normal ACK to the sender similar

TCP usually misinterprets packet reordering as an indinatito the ordinary behavior of TCP. The receiver records then
of network congestion and unnecessarily cuts its congestifie TTL information available at the header of the received
window. Indeed, when a packet arrives at the receiver out péicket asI'T' L;, —orqer- When the receiver receives a packet
order, the receiver immediately sends back an ACK to inforin out-of-order, two cases can be envisioned. If the number o
the sender that a packet with a certain sequence numbehaps traversed by the received packet is the same or smaller
missing. Such an ACK is referred to as a duplicate ACKompared to the previously received packet, in other words,
(DUpACK). The sender retransmits the missing packet when
it receives more than three DupACKs with the same sequence TTL 2 TTLin—order (1)
number. After retransmission, the sender reduces its windthe receiver interprets the incident as due to changes in the
size to half and enters the congestion avoidance phaseg Baiommunication path (Fig. 1). Acknowledgment packets are
unaware of the underlying reason beneath the out-of-orded for a time interval. In this way, throughput degradatio
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Fig. 1. When the communication path changes and the numkteavefrsed
hops decreases, packets traversing the new path may aariier ¢han some @
other packets that may be still in flight on the old path. —> TCP traffic
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Fig. 2. A simplified simulation topology: a single TCP contiec over the

. . most congested area in the constellation (USA region).
due to unnecessary transmission of duplicate ACKs can be g ( gion)

prevented. If the missing packet does not arrive within the

time interval, retained ACKs are returned requesting th® TG, 5+fic distribution used in [16]. The background sourcesdse

sender to retransmit the missing packets. _ data at constant bit rates from within the range of 0.8Mbps to
If Inequality (1) does not hold, the currently received petck 1.5Mbps.

was transmitted through a longer path than the previouslyyile different TCP connections can be simulated on
received packet. Therefore, the receiver judges the outd&fro o  entire constellation, the behavior of our proposed

receptlt_)n of packets as due to a packet dlscard_ and ret”ﬁ%%ket-reordering recovery mechanism is best understood
a duplicate acknowledgment. In other words, it proceedl§ considering a single TCP connection. We set one TCP
in the same way as an ordinary TCP receiver. The senqgfynection whose minimal-hop is three over the United State
retransmits the dropped packets and reduces its windgWion the most congested area in the constellation. Wieen t
size to half. Observe that the proposed operation can B&ejlite in the middle of the main route gets congested 2ig
accomplished without changing the protocol and requires,g,srtion of the connection flow is forced (by the use of ELB)
merely simple modification at only the receiving terminal. iy change its path and traverse two more additional hops. In
is thus compatible with any TCP sender. the implementation of the proposed packet-reorderingvesyo
IV. PERFORMANCE EVALUATION mechanism, the time-out interval to send back DupACKs in

case of an out-of-order reception of packets is set2tb-H
10ms). This is equal to the propagation delay of two hops,

The performance evaluation is based on computghich is the minimum extra delay when a packet is detoured,
simulations using the Network Simulator (NS) [15]. Inadded to some minimal queuing delays roughly estimated
the performance evaluation, a multi-hop NGEO satellitgt 10ms. In [5] it is confirmed by simulations that TCP-
constellation is envisioned. The constellation considtsSo pR outperforms most packet reordering solutions proposed
satellites with on-board processing capabilities, eveayl in recent literature [11]-[13]. Standard TCP and TCP-PR are
uniformly distributed overV orbits, forming a mesh network thus used as comparison terms. In the conducted simulations
topology. Each satellite is able to set up a maximumiof parameters of TCP-PR are the same as in [5].
links with its neighboring satellites. These links are edll ] _ _ _
Inter Satellite Links (ISLs) and their delays are denoted & Simulation Results and Discussion
L. Satellites are assumed to be aware of their neighboringrirstly, it should be noted that in the original design of ELB
satellites. Different satellite constellations are cdeséd by the setting of the traffic reduction ratjpis instantly done as a
changing the parameters,, N, M, and L (e.g., Iridium function of the inbound and outbound traffic at a given siatell
S =66,N =6,M = 4,L = 15ms). In the simulations, as described in [4]. To investigate the interaction of theeh
the four parametersS( N, M, and L) are carefully chosen schemes in case of different valuesygfwe plot the achieved
to ensure global coverage. Uplinks, downlinks, and ISLs ag@odput of the simulated TCP connection as a functior.of
each given a capacity equal to 25Mbps. The average pacWé consider different satellite constellations by varyihe
size is set to 1KB. Drop-Tail based buffers of lengths equisL value (i.e.,L. = 15ms, 20ms, and 25ms).
to 200 packets are used. Simulations are run for 60s. 600rig.3 shows the obtained results. The results demonstrate
non-persistent On-Off flows are used to generate backgroumalv the performance of standard TCP gets improved when
traffic. The On/Off periods of the connections are derivedrfr adding our simple modifications to the receiver terminals.
a Pareto distribution with a shape equal to 1.2. The averadgeleed the proposed packet-reordering recovery mechanism
burst time and the average idle time are set to 50ms. Teehibits higher goodput than standard TCP and that is in
source and destination end-terminals are dispersed alltoge all the simulated scenarios. The reason beneath this good
Earth, divided into six continental regions, following th@me performance intuitively underlies behind the fact that le t

A. Smulation Setup



proposed scheme DupACKs are not immediately sent back to
the sender upon an out-of-order reception of packets and are
rather hold for a time interval.

Compared with TCP-PR, the proposed packet reordering
recovery mechanism shows much lower goodput in case
of low values ofy. However, the performance of TCP-PR 5"’2

degrades ag gets high values. In the vicinity of\&80%), =
the proposed scheme outperforms the TCP-PR as it achieves
higher goodput. The good performance of the propose@L
scheme becomes more noticeable in constellations with hig
ISL values. The poor performance of TCP-PR in constellation &,
with large ISL delays and high values gfis attributable to 5
its contingency on an estimate of the RTT and the bandwidtk
availability in the setting of its timer. For this reason, evh
ISL is set to high values, errors take place in the estimation
of timers, due in turn to errors in the RTT estimations made
before and after the packet detouring operation. Similarly
when y takes large values, the available bandwidth in the
alternative route becomes scarce and errors occur in ttiegset
of timers.

From the observations that 1) today's Internet traffic~
is characterized by the dominance (more than 80% [17]
of delay-nonsensitive traffic, and that 2) in ELB delay-<
nonsensitive (e.g., data and non real-time video) packets aé
first detoured upon an imminent congestion of a satelliteg
settingy to values larger than 80% is practical. In this case, théﬂ
value of the ISL delay, in other words, the constellationetyp &
will be the main factor in the decision of which scheme should®
be used to cope with the packet-reordering issue. Indeed, &
MEO systems, the proposed packet reordering scheme is seen
more suitable given its simplicity and its good performance
in large-ISL constellations. In case of LEO systems with ISL
delays smaller than 20ms, TCP-PR can be used only if
is set to values smaller than 80%. In this case, it should be
guaranteed that the good performance of TCP-PR advocates
for its complexity and its significant overhead in terms oftbo

a

computation and memory at the sender side. 0
Qo

V. CONCLUSION =

>

When ELB is in use, packets of the same flow areg-

transmitted over multiple paths prior to an imminent g
congestion. While this multi-path routing of ELB has many g
advantages (e.g., better distribution of traffic, congesti
alleviation, and packet drops avoidance), it makes packetg
of same application experience different latencies raspin
packet reordering.

As a remedy to packet reordering in ELB, we suggest simple
modifications to the TCP implementation at TCP receivers.
These modifications enable receivers to refer to the TTL field
of packet headers to judge the reason beneath the packet
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reordering. The performance of the proposed packet reioglerrig. 3. performance evaluation of the three schemes in tefrtie achieved
recovery mechanism is compared to that of Standard T@®évdput for different ISL values.

and TCP-PR via computer simulations. In addition to its
simplicity, simulation results demonstrated the utilitly the
proposed scheme in environments with high dominance of
delay-nonsensitive traffic, a notable characteristic afais



Internet traffic. The suitability of the proposed scheme is
further elucidated in case of constellations with high ISL
values.

Finally, it should be noted that while the proposed packet
reordering recovery mechanism is investigated partibuiar
the context of the recently proposed ELB scheme, we do
believe that it can also fare in more general multi-pathirgut
schemes. This deserves further study and forms one of our
future directions in this particular area of research.
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