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Abstract—Multi-Access Edge Computing (MEC) is considered
as one of the key enablers of Unmanned Aerial Vehicles (UAVs)
use cases. However, the envisioned MEC deployments introduce
new challenges related to the management of the mobility
of services across the distributed MEC hosts, following the
UAVs movements and possible handovers to ensure sustainable
Quality-of-Service (QoS). A major challenge for MEC service
mobility is the decision-making on where and when to relocate
services. In this paper, we motivate the use of the predefined flight
plans of UAVs for devising proactive relocation strategies that can
deal efficiently with realistic asynchronous relocation processes.
Moreover, we formulate the Proactive Service Relocation for UAV
(PSRU) problem using linear programming, and we validate the
gains introduced by the proactive relocation strategy and the use
of the predefined flight plans of UAVs.

Index Terms—Unmanned Aerial Vehicles (UAVs), 5G, Beyond
5G, MEC, Service Migration, Mobile Networks, and Linear
Programming.

I. INTRODUCTION

The ever-increasing usage of Unmanned Aerial Vehicles
(UAVs) in a myriad of new applications such as cargo delivery,
infrastructure inspection, and public safety is faced with sev-
eral challenges that hinge on the availability of a reliable, low-
latency, and Beyond Visual Line-of-sight (BVLOS) communi-
cation between the UAVs and the ground control services and
applications. In this context, Multi-Access Edge Computing
(MEC) [1] is considered as one of the main enablers of
low-latency communications in the 5th generation of mobile
networks. By leveraging the cloud-computing capabilities of
MEC at the vicinity of the Radio Access Network (RAN),
UAVs can directly communicate with the MEC-hosted ser-
vices and applications without passing through intermediates
networks (e.g., transport and core networks), which ensures
a reduced latency and an increased bandwidth because of the
absence of “bottleneck segments”.

In a MEC system, each MEC host is associated with one
or more Base Stations (BSs) that play the role of relay nodes
between the UAVs and the services deployed on that host.
Nevertheless, the coverage area of the set of BSs associated
with a specific MEC host is limited, which means that when
a handover (HO) event is triggered due to the mobility of
the UAVs, and in order to reap the benefits of low latency,
there might be a need for changing the hosting MEC host by
relocating the running application toward the serving MEC
host associated with new BS [2].

The relocation decisions are usually taken in a reactive
manner after the HO events that change the serving BSs
and MEC hosts and cause the degradation of the Quality-of-
Service (QoS). However, a major issue with reactive service
relocation is the relatively large time window required for
relocating the MEC applications from one MEC host to
another. Indeed, the relocation process is known to be an
asynchronous process [3] that can take a considerable amount
of time before having the MEC application running in the
new MEC host. As a result, when a relocation is triggered
reactively due to the degradation of the QoS, the users will
continue to be served with this degraded QoS during the
relocation time window as well, which might not be tolerable
for certain applications such as UAVs’ applications.

Another alternative that can overcome the challenges of the
reactive relocation approach is the proactive relocation ap-
proach, in which the HOs events are first predicted, and then,
based on these predictions, the relocations are triggered before
the occurrence of the actual HOs events and QoS degradation
[4]. However, as presented in [5], the proactive relocation
approach has the requirement of having prior knowledge about
the mobility of the users (e.g., trajectory and speed), which is
difficult to fulfill for the majority of MEC use cases.

Fortunately, UAVs will be operating according to predefined
flight plans (i.e., a set of waypoints to follow by the UAV)
that are first approved and then shared by the UAV Traffic
Management (UTM) system. Research work conducted in [6]–
[9], discuss the integration of UTM system in 5G for network
optimization purposes. Moreover, 3GPP in [10] suggested the
inclusion of flight plan information in the radio link signaling
of aerial user equipment.

On the other hand, UAVs have a high likelihood to experi-
ence Line-of-Sight (LoS) propagation conditions to multiple
base stations (BSs) simultaneously, which makes the manage-
ment of the mobility of UAVs more complex and challenging.
Results, presented in [11], show that UAVs experience a
higher number of HOs and frequent HO failures compared
to terrestrial UEs. Thus, triggering a proactive relocation
each time a HO event is predicted can negatively impact the
Quality-of-Experience (QoE). Hence, optimization is required
when planning proactive relocations, and blind reliance on the
predicted HOs should be avoided.

To deal with the above challenges, in this paper, we leverage
the predefined flight plans of UAVs for planning proactive
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relocations that maximize the availability of the UAV appli-
cations in the serving MEC host along the UAV’s flight while
taking into consideration the time required for relocating the
applications from one edge host to another. The flight plan
is used as an input for a Linear Integer Programming (LIP)
model that provides the optimal relocation policy, whereby
an optimal policy is defined as the one that ensures that the
UAV application is running in the serving MEC host for the
maximum amount of time.

The remainder of this paper is organized as follows. Section
II presents the related works. Section III discusses a moti-
vating example. The problem space and the formulation of
the proposed solutions are detailed in Section IV. Section V
presents the performance evaluation and the analysis of the
results of the proposed solution. Finally, Section VI concludes
the paper.

II. RELATED WORK

The problem of service relocation in edge cloud systems
has been tackled in the litterateur from different angles that
mainly differ in the followed relocation strategy. Work in
[12] addresses the mobility-driven service relocation problem
using Markov Decision Process (MDP) while considering 1-
D stochastic mobility patterns. Wang et al. [13] extended
the work done in [12] to consider a more realistic 2-D
mobility pattern. Authors in [14] used Lyapunov optimization
to decompose the mobility-aware dynamic service relocation
problem into a series of real-time optimization problems that
do not require a priori knowledge about user mobility. Similar
in spirit to [15], [16], Tang et al. [17] leverage Reinforcement
Learning (RL) for optimizing the service relocation decisions
based on the communication delay, the power consumption,
and the migration cost. These works consider time-slotted
models in which the relocation decisions taken at a given time
slot t are reflected instantly in the system (i.e., at the same time
slot t or at the next time slot t+1). While such an assumption
alleviates the need for proactive relocations, it does restrict the
practicability of these solutions. Indeed, unless the length of
the time slots is sufficiently long to reflect the time required
for relocating the services from one edge host to another, the
practicability of these solutions can be very limited. On the
other hand, a largely time-slotted model introduces delays in
decision making which implies that the system can operate in
undesired states for longer time periods.

In [18], authors proposed another MDP-based solution for
service relocation in edge cloud. However, in this work, the
MDP model is only used to decide on the relocation target.
The decisions on whether to relocate the service or not are
based on the forecasted QoS provided by an Autoregressive
Integrated Moving Average predictor (ARIMA). While the
QoS predictor can implicitly trigger proactive relocations, it
needs to collect real-time data about the state of the network
and edge servers. Moreover, the proposed QoS predictor
considers a 1-D stochastic mobility pattern. Finally, work in
[19] addresses the proactive service relocation by deploying

multiple instances of the same MEC application in neigh-
boring MEC hosts, so to rely on already available instances
whenever a HO to a different MEC host is necessary. The
main drawback of this solution is the irrational usage of the
limited MEC resources.

III. MOTIVATING EXAMPLE

Hereafter, we motivate the need for our solution via the
example illustrated in Fig. 1. For the sake of simplicity and
without any loss of generality, we consider a cellular network
composed of a set of BSs, that are associated with a set of
MEC hosts in a one-to-one fashion. Also, we consider that
the flight plan of the UAV is slotted to relatively small time
slots, where the location of the UAV is updated according
to the flight trajectory at the beginning of each time slot.
By leveraging the coverage map that correlates the UAV
locations to the serving BSs, it is possible to extrapolate the
time interval on which the UAVs will be using each BS. As
illustrated in Fig. 1(a), given the flight trajectory represented
by the dashed arrow and the speed of the UAV, it is possible
to deduce the time intervals on which the UAV will use each
BS. For instance, the base station A will be used from time
slot 0 until time slot 9; the UAV will then perform a HO and
change the serving BS to B and use it for 6 time slots (i.e.,
from time slot 10 to 15). In addition to the speed and mobility
plan of the UAV, the time spent in each BS depends on the
size of the coverage area of this BS in the 3D space.

A. Reactive relocation

In order to showcase the limitations of the reactive relo-
cation approach when considering realistic relocation delays,
we execute a “Reactive-always relocate” algorithm on the
example of Fig. 1(a). The execution trace is depicted in Fig.
1(b), where the intervals labeled on each BS indicate the
time interval during which the UAV has used the MEC host
associated with that BS before having the MEC application
completely moved to a new MEC host. The “Reactive-always
relocate” algorithm always triggers a relocation whenever the
MEC host associated with the serving BS differs from the
MEC host in which the MEC application is running. Also,
it is worth noting that for practical purposes, we consider
that when the relocation of a given application is ongoing, no
other relocations of that application are possible, and any new
relocation decision is ignored. As depicted in Fig. 1(a), the
UAV will be using BS A during the time interval [0 − 9];
hence, no relocation is triggered during this time interval.
However, at time slot 10, the UAV will perform a HO and
change the serving BS to B. As a result, and in order to sustain
the low-latency communication with the UAV application,
the “Reactive-always relocate” policy will enforce a service
relocation from MEC host A to MEC host B. Nevertheless,
the relocation process will take some time before having the
application up and running in MEC host B. In our example,
the relocation time is set to 5 time slots, thereby the UAV
application continues to run in MEC host A until the end
of time slot 14, and it is not available in MEC host B until
time slot 15. The same process is repeated when the UAV
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(a) The serving base stations during the
UAV flight.

(b) The serving MEC hosts when
considering “Reactive-always relocate”

strategy

(c) The serving MEC host when
considering “Proactive-always relocate”

strategy

Fig. 1. Example showing the serving cells vs the serving MEC hosts when considering different relocation strategies.

changes the serving BS from B to C and from C to D.
By comparing the execution trace of the “Reactive-always
relocate” algorithm with the connectivity trace in Fig. 1(a),
we notice that the UAV was not served from the optimal MEC
host for a significant amount of time (e.g., the UAV application
was never placed in the MEC hosts F and G).

B. Proactive relocation

A trivial enhancement to the previous algorithm is to use
a look-ahead window to verify whether the UAV will change
the serving BS in the future, with the size of the look-ahead
window equal to the relocation time. The execution trace of
such an algorithm is presented in Fig. 1(c). For instance,
at time slot 5, the UAV is served by MEC host A, and by
using a look-ahead window of 5 time slots, it is possible to
realize that the UAV will change the serving MEC host to B
starting from time slot 10, and hence, the relocation should be
triggered before that. Even that this strategy can considerably
enhance the availability of MEC applications at the optimal
MEC hosts, it is still not optimal. Indeed, by having a closer
look at the execution trace of Fig. 1(c), we notice that the
relocation from B to C was completed at the right time (i.e.,
the application was available in C at the beginning of time
slot 16, which is the time slot at which the UAV change the
serving BS from B to C). However, the UAV spent only two
time slots: 16 and 17 in BS C and then moved to BS D starting
from time slot 18. Nonetheless, in order for the application to
be available in D starting from time slot 18, a relocation from
B to D at time slot 13 is required but this was not possible
because an already triggered relocation (at time slot 11) was
ongoing from B to C. By relocating the application from B to
C, the application was hosted in the optimal MEC host C for
two time slots. However, if the application was relocated to D
instead of C, the availability of the UAV application at MEC
host D will be increased from two to five time slots. The same
issue arise when relocating the application from E to F instead

from E to G. This issue occurred because of very fast HOs
from C to D and from F to G. Since UAVs are characterized
by frequent and Pin-Pong HOs [11], [20], addressing this issue
is mandatory to sustain an acceptable QoS and unlock the full
potential of MEC for UAVs. Therefore, an optimized solution
is required, which is the focus of this paper.

IV. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

As shown in Fig. 1, we consider a scenario where a
UAV flies according to a predefined flight plan, on top of
a geographical area covered by a set of base stations B and
MEC hosts H. Each base station b ∈ B is associated with one
MEC host hb ∈ H and each MEC host h ∈ H is associated
with one or more base stations. Moreover, we consider a time-
slotted model, in which the UAV’s location and the serving
base station may only change at beginning of a time slot. For
this purpose, we sample the finite time horizon T equal to the
duration of the predefined flight plan to discrete time slots of
equal length ∆t. We define St as the serving MEC host that
runs the UAV’s application at time slot t ∈ T , and Lt as the
local MEC host directly connected to the serving base station
at time slot t ∈ T . The identity of the serving base station at
time slot t ∈ T is provided by a function δ(t) that can reflect
the RAN dynamics, and the mapping between a base station
b ∈ B and its MEC host hb ∈ H is provided by a function
φ(b) = hb. As a result, Lt = φ(δ(t)).

At the beginning of each time slot t, the relocation con-
troller i.e., the MEC Orchestrator (MEO) [1] takes a relocation
decision At ∈ {1 . . |H|} that reflects one of the following
control options:

1) Triggering a relocation: in this case, At is equal to
the relocation target, and it should differ from the
serving MEC host St. Without any loss of generality,
we assume that the time required for relocating the
UAV’s application from St to At depends only on the
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application size and type (i.e., stateful or stateless), it is
thus known a priori and we denote it by T (expressed
in terms of time slots). Note that during the relocation
process, the UAV will continue to be served from the
original MEC host until the relocation is done (i.e., the
MEC system is assumed to support the Make-before-
Break mechanism).

2) No relocation is triggered: in this case, the target of
relocation At is equal to the current serving MEC host
St.

B. Proactive Service Relocation for UAV (PSRU) – Problem
Formulation

1) Decision variables: Hereafter, we introduce the decision
variables used for the linear formulation of the PSRU problem.

a) Elapsed relocation time: We define the integer vari-
able Rt that captures the number of time slots elapsed by
the end of time slot t since the MEC controller triggered the
relocation.

∀t ∈ T : Rt =



Rt−1 + 1 If a relocation is still ongoing at the beg-
inning of time slot t (if T > Rt−1 > 0).

0 If no relocation is ongoing at the beg-
inning of time slot t.

1 If a relocation is triggered at the beg-
inning of time slot t.

b) Relocation status: We define the Boolean variable Ot

that captures whether an already triggered relocation is still
ongoing at the beginning of time slot t. This variable is used
for capturing the variable Rt. Ot is defined as follows:

∀t ∈ T : Ot =

 1 If an old relocation is ongoing at the beginning of
time slot t (i.e., T > Rt−1 > 0).

0 Otherwise (i.e., Rt−1 = T or Rt−1 = 0 ).

The definition of the variable Ot implies that the relocation
is considered to be ongoing at the beginning of a time slot
t only and only if the elapsed relocation time at the end of
the previous time slot is greater than 0 and smaller than T . If
this condition is not satisfied, no relocation is considered to
be ongoing at the beginning of a time slot t, either because no
relocation has been previously triggered (i.e., Rt−1 = 0), or
a previously triggered relocation has ended (i.e., Rt−1 = T ).

c) Triggered relocation: We define the binary variable
Kt that captures whether the decision At taken at the begin-
ning of time slot t can trigger new relocation of the UAV’s
application from the MEC host St to the MEC host At. The
variable Kt is also used for capturing Rt.

∀t ∈ T : Kt =

1 If the action At can trigger a relocation at the
beginning of time slot t.

0 Otherwise.

d) Relocation decisions: As discussed in section IV-A,
we define the integer variable At that captures the relocation
decision taken by the MEO at the beginning of time slot t.

∀t ∈ T : At = a; a ∈ [1 . . |H|]

e) Serving MEC host: As aforementioned, we introduce
the integer variable St that captures the identity of the serving
MEC host during time slot t. As explained in section IV-B2d,
St is captured by leveraging the variables Rt and At.

∀t ∈ T : St = h;h ∈ [1 . . |H|]

f) Optimal MEC host: We define the Boolean variable
Ut that shows whether the UAV’s application is hosted in the
optimal MEC host. The value of the variable Ut depends on
the value of St, and it is defined as follows:

∀t ∈ T : Ut =
{
1 If Lt = St.
0 Otherwise.

2) Constraints: The values of the previously defined vari-
ables are enforced using the following set of constraints.
Hereafter, we denote byM a big positive number approaching
infinity, and by X the complement of the binary variable X .

a) Elapsed relocation time constraints: The semantic
of the variable Rt as defined in IV-B1 can be enforced using
the following constraints 1, 2, 3, 4, 5, and 6.

R0 = K0 (1)

Constraint 1 ensures that the elapsed relocation time by the
end of the first time slot t = 0 is set to either 0 or 1, depending
on whether new relocation was triggered at the beginning of
this time slot.

∀t ∈ T \ {0} : Rt−1 + 1−Ot ×M ≤ Rt (2)

∀t ∈ T \ {0} : Rt ≤ Rt−1 + 1 +Ot ×M (3)

In case a previously triggered relocation is still ongoing by
time step t, constraints 2 and 3 ensure that the elapsed relo-
cation time at the end of time slot t is equal to the previously
elapsed relocation time plus one (i.e., Rt = Rt−1 + 1).

∀t ∈ T \ {0} : −(1−Kt ×Ot)×M ≤ Rt (4)

∀t ∈ T \ {0} : Rt ≤ (1−Kt ×Ot)×M (5)

In case there is no previously triggered relocation that is still
ongoing by time step t and no new relocation is triggered at
the beginning of time slot t, constraints 4 and 5 ensure that
the elapsed relocation time at the end of time slot t is set to
0.

∀t ∈ T \ {0} : 1− (1−Kt ×Ot)×M ≤ Rt (6)

∀t ∈ T \ {0} : Rt ≤ 1 + (1−Kt ×Ot)×M (7)

In case there is no previously triggered relocation that is
still ongoing by time step t, and a new relocation is triggered
at the beginning of time slot t, constraints 6 and 7 ensure that
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the elapsed relocation time at the end of time slot t is set to
1.

However, constrains 4 and 5 are not linear due to the
product of the binary variables Kt × Ot, and constraints 6
and 7 are not linear due to the product of the binary variables
Kt × Ot. Details on how these constraints can be linearized
are given later in Section IV-C.

b) Relocation status constraints: The values of the
variables Ot as defined in Section IV-B1 can be enforced
using the constraints and temporary variables defined in this
subsection. We first define the temporary binary variables X1,t

and X2,t as follows:

∀t ∈ T \ {0} : X1,t =

{
1 If T > Rt−1.
0 Otherwise.

; X2,t =

{
1 If Rt−1 > 0.
0 Otherwise.

X1,t is subject to the following constraints:

∀t ∈ T \ {0} : 0 ≤ Rt−1 − T + X1,t ×M (8)

∀t ∈ T \ {0} : Rt−1 − T + X1,t ×M ≤M− 1 (9)

X2,t is subject to the following constraints:

∀t ∈ T \ {0} : 0 ≤ −Rt−1 + X2,t ×M (10)

∀t ∈ T \ {0} : −Rt−1 + X2,t ×M ≤M− 1 (11)

The variable Ot is set to 1 only and only if T > Rt−1 and
Rt−1 > 0. Thus, Ot can be expressed as the product of the
two Boolean variables X1,t and X2,t.

O0 = 0 (12)

∀t ∈ T \ {0} : Ot = X1,t ×X2,t (13)

The non-linear constraint 13 can be linearized by following
the same linearization procedure as in section IV-C.

c) Triggered relocations constraints: A new relocation
can be triggered only if the action At is different from the
serving MEC host St. Thus, the variable Kt is equal to 1 only
and only if At 6= St. We first present the logical expression
that captures the semantic of the variable Kt, then we define
the set of constraints that enforce it.

Kt = (St > At) ∨ (At > St) (14)

We define the temporary variables X3,t and X4,t as follows:

∀t ∈ T : X3,t =

{
1 If St > At.
0 Otherwise.

; X4,t =

{
1 If At > St.
0 Otherwise.

X3,t is subject to the constraints 15 and 16.

∀t ∈ T : 0 ≤ At − St +M×X3,t (15)

∀t ∈ T : At − St +M×X3,t ≤M− 1 (16)

X4,t is subject to the constraints 17 and 18.

∀t ∈ T : 0 ≤ St −At +M×X4,t (17)

∀t ∈ T : St −At +M×X4,t ≤M− 1 (18)

Finally, Kt can be expressed as a logical “or” of the
variables X3,t and X4,t, and it is subject to constraints 19, 20,
and 21.

∀t ∈ T : Kt ≥ X3,t (19)

∀t ∈ T : Kt ≥ X4,t (20)

∀t ∈ T : Kt ≤ X3,t + X4,t (21)

d) Serving MEC host constraints: The variable St is
subject to constraint 22 to 26.
∀t ∈ T \ {0 . . T − 1} :

At−T −X1,t ×M ≤ St (22)

St ≤ At−T + X1,t ×M (23)

St−1 −X1,t ×M ≤ St (24)

St ≤ St−1 + X1,t ×M (25)

∀t ∈ {0 . . T − 1} :

St = H0 (26)

In case a relocation is completed by the end of time slot
t−1 (i.e., X1,t is equal to 0), constraints 22 and 23 ensures that
St is set to the action At−T taken T time slots earlier (i.e., St
is updated to the relocation target). Moreover, constraints 24
and 25 ensure that St is set to St−1 when no relocation is
ongoing or a relocation still in progress (i.e., when X1,t is
equal to 1).

e) Relocation decisions constraints: The relocation de-
cisions At taken by the MEO are subject to constraints 27
and 28.

∀t ∈ T : At ≥ 1 (27)

∀t ∈ T : At ≤ |H| (28)
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f) Optimal MEC host constraints: The variable Ut can
be expressed logically as follows:

Ut = (St > Lt) ∧ (Lt > St) (29)

We define the temporary variables X5,t and X6,t as follows:

∀t ∈ T : X5,t =

{
1 If St > Lt.
0 Otherwise.

; X6,t =

{
1 If Lt > St.
0 Otherwise.

X5,t is subject to the constraints 30 and 31.

∀t ∈ T : 0 ≤ Lt − St +M×X5,t (30)

∀t ∈ T : Lt − St +M×X5,t ≤M− 1 (31)

X6,t is subject to the constraints 32 and 33.

∀t ∈ T : 0 ≤ St − Lt +M×X6,t (32)

∀t ∈ T : St − Lt +M×X6,t ≤M− 1 (33)

Finally, Ut can be expressed as the product of the compli-
ments of the two variables X5,t and X6,t.

∀t ∈ T : Ut = X5,t ×X6,t (34)

Constraint 34 can be linearized by following the procedure
described in section IV-C.

C. Constrains linearization

In this section, we briefly explain how constraints 4, 5, 6,
7, 13, and 34 can be linearized. Let Y1 and Y2 be two binary
variables. The non-linear product Y1 × Y2 can be captured
using an additional Boolean variable P that is subject to the
following constrains:

P ≤ Y1 (35)

P ≤ Y2 (36)

P ≥ Y1 + Y2 − 1 (37)

Constrains 35 and 36 ensure that the value of P is set to
0 when either or both Y1 and Y2 are equal to 0. Constraints
37 ensure that P is set to 1 only when both Y1 and Y2 are
equal to 1.

D. Final optimization model

The final model to optimize is given below, where the
objective is to maximize the availability defined as the ratio
of the number of time slots on which the UAV application
is available in the optimal MEC host, on the total number of
time slots.

max

T∑
t=0
Ut

T

Subject to constraints:
(1), (2), (3), (4), (5), (6), (7), (8), (9), (10), (11), (12), (13), (15), (16),

(17), (18), (19), (20), (21), (22), (23), (24), (25), (26), (27), (28), (30), (31),
(32), (33), and (34).

V. EVALUATION

In this section, we evaluate our solution in terms of its
ability to achieve its design goals under different configura-
tions. It is to be noted that the plotted results present the mean
and 95% confidence interval of the 100 repetitions, where in
each repetition we consider a new random network topology
and a new random flight plan. Unless otherwise specified,
the network topology is composed of 25 BSs and 10 MEC
hosts, randomly dispersed across a square geographical area of
10Km×10Km. Each BS is associated with the nearest MEC
host. The size of the time slots ∆t is set to 1s. Hereafter, we
consider the “Reactive-Always relocate” algorithm discussed
in III-A as a comparison baseline.

Fig. 2(a) shows the impact of different values of relo-
cation time T on the availability of the UAV’s application
at the optimal MEC host. We notice that the performance
of the reactive strategy drops off rapidly when increasing
the relocation time from 2s to 30s. This is mainly due to
the increased number of “too late relocations”. Whereas the
proposed solution adapts itself to different values of relocation
time, and its performance drops off slightly from 99% to 96%.
The results depicted in 2(b) show the impact of different
values of the speed on the performance of the reactive and
proactive strategies. In the same way as for the relocation time,
increasing the speed of the UAV from 10m/s to 40m/s causes
a drop in the performance of the reactive strategy from 94.5%
to 79%, whereas the performance of the proactive strategy is
slightly impacted. This can be explained by the fact that the
reactive strategy cannot keep up with the high speed of the
UAV and fast successive HOs, whilst the proactive approach
leverages the mobility plan to trigger the relocations before
the UAV performs the HOs. Fig. 2(c) illustrates the impact
of the number of available MEC hosts |H| on the perfor-
mance of the two relocation strategies. In this experiment,
we fixed the number of BSs to 20, and for each value of
|H|, we deploy the MEC hosts at random locations, then
each BS is associated with the nearest MEC host. Increasing
the number of MEC hosts implies increasing the need for
relocating the applications. For instance, if only one MEC
host is available in the network, there will be no need for
relocation. However, increasing the number of MEC hosts will
increase the probability of changing the serving MEC host and
thus increasing the number of relocations. This explains the
drop-off in the performance of the reactive strategy, as more
late relocations will result in less availability. On the other
hand, the performance of the proposed proactive solution is
somewhat stable at 98.5%. The last experiment shows the
impact of the number of the BSs |B| on the performance
of the two relocation strategies. In this experiment, we fixed
the number of MEC hosts to 9 and increased the density
of BSs. For each value |B|, we deploy the BSs at random
locations, and then each BS is associated with the nearest
MEC host. Increasing the number of BSs implies increasing
the number of HOs. However, this does not imply increasing
the number of relocations. For example, a set of neighboring

Authorized licensed use limited to: Oulu University. Downloaded on August 02,2022 at 15:58:50 UTC from IEEE Xplore.  Restrictions apply. 



(a) Impact of relocation time on
service availability.

(b) Impact of the speed of the UAV
on service availability.

(c) Impact of the number of MEC
hosts on service availability.

(d) Impact of the number of BSs on
service availability.

Fig. 2. Performances evaluation.

BSs might be associated with the same MEC host, and thus
no relocation is required when a HO occurs. This explains
the results shown in Fig. 2(d) where both strategies present a
somewhat stable performance when increasing the number of
BSs. Nonetheless, the proactive strategy always outperforms
the reactive strategy.

VI. CONCLUSION

This paper discussed the practical need for a proactive
relocation strategy in MEC, especially for the use cases in
which the mobility plan of the user can be made available. We
studied the use case of UAVs, for which the mobility plans are
obtained from the UTM system. We have first motivated the
need for an optimized proactive relocation strategy by show-
casing the limitations of the reactive and the non-optimized
proactive relocation strategies. This has been addressed by
formulating the PSRU problem as a LIP that provides the
optimal relocation strategy. The performance evaluation of
the proposed solution validated our claims for the possible
introduced gains and the limitations of the reactive relocation
strategies. Further investigation of the impact of errors in
predicting of the residual time of the UAV in each cell, and
probabilistic mobility plans, is left to future work.
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