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Abstract—In Intelligent Transportation Systems (ITS), the
limited perception range of individual connected autonomous
vehicles (CAVs) necessitates the collaborative utilization of infor-
mation detected by nearby vehicles and roadside units (RSUs)
to achieve accurate environmental perception and awareness,
which relies on reliable data transmission among involved entities.
Blockchain technology has been widely recognized for its effec-
tiveness in ensuring secure and trustworthy data exchanges, with
its importance rapidly increasing across various industries. How-
ever, traditional blockchain approaches have not fully addressed
the dynamic mobility of CAVs or the efficient coordination
among multiple RSUs within ITS scenarios. To address these
challenges, this paper proposes an Integrated Membership Man-
agement Unit (IMMU) system utilizing blockchain technology
to facilitate secure vehicle-to-infrastructure (V2I) communication
among multiple CAVs and RSUs. This approach enables RSUs to
cooperate effectively and uses reinforcement learning to achieve
optimal load balancing. The performance and effectiveness of our
proposed approach have been thoroughly evaluated through an
end-to-end simulation.

Index Terms—V2X, ITS, blockchain, trust, security, reinforce-
ment learning, and robust communication.

I. INTRODUCTION

S INCE its global commercialization, the fifth-generation
(5G) mobile communication system has continuously

driven innovations towards next-generation services, such as
augmented reality/virtual reality (AR/VR) and autonomous
driving (AD) [1], leveraging its capabilities in ultra-high-speed
and high-capacity communication (eMBB), ultra-reliable and
low-latency communication (URLLC), and massive machine-
type communication (mMTC) [2]. Furthermore, the research
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and development for sixth-generation (6G) mobile communi-
cation systems are actively progressing globally under lead-
ing organizations such as International Telecommunication
Union–Radiocommunication Sector (ITU-R) and 3rd Gener-
ation Partnership Project (3GPP). For example, China Mo-
bile initiated the commercial deployment of 5G-Advanced
in 2024 [3]. To secure industrial leadership in 5G and 6G
technologies, the European Union established the Smart Net-
works and Services Joint Undertaking funding initiative, which
seeks to strengthen Europe’s technological sovereignty in 6G
development, while expediting the deployment of 5G infras-
tructure across the continent [4]. In May 2024, 3GPP Technical
Specification Group Service and System Aspects Working
Group 1 organized a workshop inviting leading global research
organizations to share insights on regional priorities, use cases,
and key technological enablers for 6G standardization [5]. AD
was reaffirmed as a priority use case by major stakeholders [6].

Traffic accidents remain a significant public safety chal-
lenges, causing approximately 40,000 annual fatalities in the
United States as reported by the National Highway Traf-
fic Safety Administration [7]. Beyond the devastating loss
of life, the economic burden is substantial. Hallegatte et
al. [8] estimated that reducing traffic accidents by one million
annually could generate savings of approximately $26 bil-
lion, highlighting the immense financial and societal benefits
of improving road safety. Intelligent Transportation Systems
(ITS) can enhance public transportation safety through real-
time monitoring and predictive responses, with vehicle-to-
everything (V2X) communication as a core enabler, ensuring
seamless interaction between connected autonomous vehicles
(CAVs), infrastructure, and pedestrians to improve situational
awareness and prevent accidents [9], [10]. With V2X technol-
ogy, CAVs can share real-time information regarding traffic
conditions and the road environment with surrounding vehi-
cles, infrastructure, and pedestrians, which can significantly
improve safety and reduce traffic congestion [11], [12].

V2X communication enables the exchange of critical and
sensitive information between CAVs, roadside units (RSUs),
and pedestrians, making the authenticity, integrity, and confi-
dentiality of the data paramount [13]. However, the dynamic
and distributed nature of V2X networks increases their vulner-
ability to cyberattacks such as message tampering, spoofing,
and denial-of-service attacks. Blockchain technology offers
a compelling solution owing to its decentralized architec-
ture, immutability, and cryptographic security, providing a
robust framework for trust and data protection. Integrating the
blockchain into V2X enhances security, ensures tamper-proof
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Fig. 1. Illustration of Blockchain application in V2X networks.

data storage, and facilitates reliable identity management. Its
transparency supports cooperative perception, decision mak-
ing, and accurate evidence preservation, further strengthening
V2X functionality. Fig. 1 provides an overview of blockchain
applications in V2X, demonstrating their potential to address
current limitations and foster the development of ITS. Despite
their potential, most existing blockchain applications have con-
centrated on cryptocurrencies and financial services. Recently,
blockchain has attracted substantial attention in the V2X
domain, where it serves as an enabler for a wide range of in-
novative applications. For instance, blockchain-based payment
systems like ParkRes [14] enable drivers to securely locate and
reserve parking spaces. Moreover, blockchain facilitates mi-
cropayments in data marketplaces, supporting transactions as
small as a cent [15]. Smart contracts further facilitate advanced
mechanisms, including dynamic pricing for Electric Vehicle
charging [16]. Within V2X, these blockchain-powered services
improve payments, incentivization, reputation management,
authentication, and forensic capabilities.

One notable study is V-Guard [17], which applied
blockchain to V2X communication to improve reliability and
evidence preservation. Nevertheless, V-Guard lacks support for
real-world mobility scenarios and has not examined realistic
environments involving multiple blockchains, along with the
challenges posed by their simultaneous deployment.

To address these challenges, this study proposes a robust
Integrated Membership Management Unit (IMMU) architec-
ture that leverages blockchain and achieves coordination of
multiple RSUs in mobility environments. The proposed IMMU
architecture designates RSUs as proposers and vehicles as
validators, enabling vehicles to participate in consensus for-
mation, either within the nearest blockchain or across dif-
ferent RSUs. Additionally, the proposed IMMU architecture
incorporates reinforcement learning features to optimize the
assignment of participant nodes during consensus processes.
These enhancements are incorporated into V-Guard, referred to
here as Enhanced V-Guard. Our previous study has connected
V-Guard to Artery [18] for simplified verification in a single
RSU vehicle-to-infrastructure (V2I) scenario [19]. The only
contribution of our previous study was the integration of
simulations; multiple roadside units and IMMUs were not
considered. The main contributions are summarized as follows.

• We propose a robust IMMU architecture utilizing
blockchain in highly dynamic V2X environments. The
IMMU accommodates multiple RSUs, defines roles for
RSUs as proposers and vehicles as validators, and enables
consensus formation for each RSU’s blockchain. Addi-
tionally, the IMMU enables tracking of the blockchain,
even when the vehicle transitions between different RSUs
during movement, thereby ensuring a high probability
of successful consensus formation. This capability effec-
tively addresses the mobility challenges.

• We address handover challenges during blockchain con-
sensus formation by leveraging reinforcement learning to
optimize participant node assignment, which improves
load balancing and connection accuracy for vehicles in
dynamic and randomly moving environments.

• We validate the proposed IMMU framework by imple-
menting a comprehensive simulation environment inte-
grated with Artery platforms, enabling end-to-end evalu-
ation of V2X blockchain systems. Extensive experiments
involving multiple RSUs and test vehicles in realistic
scenarios are conducted, and results demonstrate the
effectiveness of the proposed approaches in optimizing
consensus formation within dynamic V2X environments.

The remainder of this paper is organized as follows. Sec-
tion II introduces related work and outlines the challenges of
integrating blockchain with V2X communication. Section III
explains the proposed solutions. Section V details the integra-
tion of existing simulators with the Artery traffic simulator
and evaluates the system performance. Finally, Section VI
concludes this paper.

II. RELATED WORKS

This section reviews some related studies on the applica-
tion of blockchain to V2X, highlighting the challenges and
limitations of existing approaches.

A. The Need of Blockchain for V2X

In ITS environments, Sybil attacks [20], constitute a critical
security threatwherein malicious actors infiltrate the system
through multiple fabricated identities (IDs) to propagate false
information and compromise the decision-making processes
of neighboring vehicles [21]. Implementing a robust reputa-
tion mechanism is essential for preventing the dissemination
of false data among vehicles in V2X systems. Reputation
pertains to the perception of an entity’s actions by others
and functions as a critical mechanism for evaluating the
trustworthiness of a given identity and distinguishing it from
potentially malicious actors. The traceability and immutability
inherent in blockchain are significant advantages for reputation
management, prompting the proposal of various blockchain
systems [22]. In a blockchain-based reputation-tracking sys-
tem, when one vehicle rates another, rating information is
recorded on the blockchain. By tracking this rating informa-
tion, we can verify whether the vehicle is a reliable source
of information. Systems that handle sensitive data, such as
vehicle location data, require strong authentication protocols
that can be achieved using blockchain-based identity and
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reputation frameworks. A notable example is the Blockchain-
based Privacy-Preserving Authentication Scheme, which has
been proposed for Vehicular Ad hoc Network (VANET), which
not only ensures the accuracy and reliability of messages
exchanged within a VANET, but also protects the privacy of
involved vehicles [23].

Furthermore, in the event of an accident, it is crucial to
accurately preserve information regarding the vehicle and
its surrounding environment for subsequent investigative pur-
poses. The immutability and timestamp features of blockchains
can substantially enhance the reliability and accuracy of digital
forensics in the context of vehicles investigation [24]. A
blockchain-based intelligent digital forensic system has been
proposed and implemented on a local Ethereum platform
to safeguard the security and privacy of CAVs equipped
with autonomous driving technology and network connectivity
capabilities [25]. When data are stored on a blockchain, all
participating nodes must maintain the information in their
databases, rendering it currently infeasible to store the massive
amounts of data generated by V2X systems on a blockchain. In
such cases, only the hashes of large data files, such as videos
from onboard cameras, can be stored [26].

Building on these motivations, this study explored the
application of blockchain technology to V2X systems and
proposed the implementation of an IMMU architecture capable
of adapting to vehicle mobility.

B. The Challenges of Blockchain in V2X: Member Change
and Load Balancing Issues

Applying blockchain to V2X systems presents several
challenges, including the member change problem and the
load balancing problem. First, the member-change problem
involves dealing with a permissioned blockchain. A permis-
sioned blockchain is a type of blockchain in which only
nodes with known identities approved by an administrator can
participate in consensus. Practical Byzantine Fault Tolerance
(PBFT) [27] is a popular mechanism for consensus in per-
missive blockchains. It operates as a majority voting model,
enabling consensus to be reached even in the presence of
malicious participants who submit false information as long
as their number remains below a predefined threshold. Never-
theless, PBFT suffers from a fundamental scalability constraint
wherein network reconfiguration events trigger mandatory
system interruptions. Since the protocol requires global aware-
ness of participant count among all nodes, any membership
modification necessitates temporary system suspension and
broadcast dissemination of updated network parameters to
ensure consensus integrity. This process can result in frequent
system interruptions and performance degradation, particularly
in V2X environments where vehicles are constantly moving
and blockchain nodes change frequently. Linear BFT attains
O(n) communication by compressing 3f+1 replica votes into
a constant-size quorum certificate via threshold signatures,
eliminating PBFT’s all-to-all exchanges [28]. However, this
linearity does not inherently solve the member-change issue:
the protocol assumes a fixed replica set within each config-
uration/epoch, so adding or removing nodes still requires a

reconfiguration agreed through consensus, which is ill-suited
to highly dynamic V2X membership. Mempools based on Di-
rected Acyclic Graph (DAG), such as Narwhal, separate trans-
action dissemination from ordering: batches are disseminated
in a DAG, and the BFT layer orders only their digests [29].
It does not address dynamic membership: the validator set
is fixed within a configuration/epoch, so adding or removing
nodes requires a reconfiguration agreed through consensus.
A solution to this member update problem was proposed
using V-Guard [17], comprising a single proposer node and
multiple validator nodes. The Membership Management Unit
(MMU) within the proposer node is responsible for managing
membership, aggregating validation success messages, and
embedding membership information into the transactions. By
centralizing membership management within the proposer
node, the proposed MMU eliminates the need for the syn-
chronization of membership information across nodes with
each update, thereby enabling the system to handle dynamic
node changes flexibly without interruption. However, there
are unaddressed challenges in V-Guard, particularly regarding
the V2V scenario and the conditions of other vehicles within
the communication range. Specifically, V-Guard is limited to
V2V, whereas V2I has not been considered. Furthermore, the
issues of mobile communication and the logic of whether
communication is possible have not yet been considered. This
study addresses these challenges by proposing an architecture
capable of handling member changes and a method that allows
flexible node changes without stopping the system.

In addition to member changes, load balancing is critical
in V2X systems due to the limited computing resources of
vehicles and RSUs. When the computation is concentrated on
specific nodes, the overall efficiency may degrade, leading
to slow processing and potential bottlenecks. This issue is
exacerbated in dynamic V2X environments, where uneven
load distribution affects the system performance, scalability,
and responsiveness. An effective load-balancing mechanism
that dynamically redistributes tasks across nodes is essential
for optimizing resource utilization and maintaining system sta-
bility. Therefore, approaches have been proposed by leveraging
the stable matching theory to maximize the efficiency of task
offloading within the edge network while ensuring privacy
protection [30] and game theory to form computing clusters
within the network, allowing vehicles with low computational
power to offload computational tasks to the cluster [31]. Most
of the existing research on V2X load balancing focuses on
permissionless blockchains, with limited attention given to
permissioned blockchains. To address this gap, this paper
proposes a method specifically designed to solve the load-
balancing problem in permissioned blockchain environments.

A comparision of existing Blockchain technologies in V2X
is detailed in Table I. We can conclude that V-Guard provides
advantages in lower message complexity and higher consensus
throughput. Moreover, it achieves higher reliability, as the
system operates seamlessly without interruption when nodes
join or leave. Therefore, we select V-Guard as the cornerstone
of our proposed architecture and address its limitations when
implementing it in V2X environments.
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TABLE I
BLOCKCHAIN TECHNOLOGIES IN V2X

Items PBFT [32] Linear BFT [28] DAG-based mempool [29] + BFT V-Guard [17]
Message Complexity O(n2) O(n) O(n) O(n)

Consensus Interruption ✓ ✓ ✓ -
Consensus Throughput small medium large large
Representative Example ResilientDB HotStuff Narwhal -

C. Blockchain meets V2X and AI

Blockchain offers various advantages such as transparency
and immutability, which can complement artifical intelligence
(AI) to enhance its capabilities [33]. For instance, blockchain
provides a decentralized framework with an immutable au-
dit trail, enabling AI to leverage reliable data models and
training processes [34]. AI can analyze frequency variations,
load changes, and anomalies in industrial control, whereas
blockchain can track and automate these processes [35], [36].
A decentralized measurement system based on blockchain was
proposed to replace traditional energy meters [37]. Moreover,
AI can address some limitations of blockchain [38], such as
improving the energy efficiency of mining in permissionless
blockchains [39]. Additionally, federated learning can tackle
the requirement of scalability in the blockchain and further
enhance its security.

Research on AI for network optimization has progressed
substantially, with approaches using machine learning [40] and
deep reinforcement learning [41]–[44] to accomplish diverse
objectives such as load balancing, service migration, Quality of
Experience (QoE) optimization, resource allocation, and data
privacy. These approaches have been widely applied in various
edge-enabled systems, including V2X networks, to enhance ef-
ficiency and performance by tackling fundamental challenges
inherent in modern communication systems, including network
dynamics, environmental heterogeneity, and partial observabil-
ity constraints. However, most of these studies have focused
on permissionless blockchains. In practical V2X systems, the
presence of untrusted vehicles and RSUs often necessitates the
use of permissionless blockchains. However, this approach has
drawbacks, including a slow processing speed and significant
energy consumption.

Therefore, high-speed and low-latency Permissioned
Blockchains are more suitable for handling data that require
real-time performance, such as CAVs. This study leverages
AI methods to explore approaches for task offloading in V2X
systems that integrate Permissioned Blockchains.

III. PROPOSED SYSTEM ARCHITECTURE

In this section, we introduce the proposed system architec-
ture and describe its components.

A. Overview of the Proposed Architecture

The proposed system targets cooperative cognition, utilizing
sensors and communication equipment installed at coopera-
tive infrastructure sites to enable infrastructure-based vehicle
recognition and information processing. Therefore, we focus
on V2I communication scenario. In this context, we assume a
permissioned blockchain built on RSUs and CAVs. A single

RSU is designated as the proposer, with multiple CAVs capa-
ble of communicating with the RSU serving as validators to
construct a blockchain. To ensure reliability and accommodate
system capacity requirements, we employ V-Guard as the
foundation for constructing blockchain in the investigated V2X
system. However,, V-Guard allows the proposer (i.e., RSU) to
unilaterally decide the participating nodes (validators) of the
blockchain at each consensus [17]. This presents a challenge in
V2X system: if a validator moves out of the communication
range of the proposer during consensus, it becomes unable
to communicate further and cannot receive the results of the
consensus in which it participated.

Fig. 2. The proposed IMMU architecture.

To address this challenge, we propose an IMMU architec-
ture (Fig. 2) that enables RSUs (i.e., proposers) to collabo-
ratively select their optimal validators (i.e., CAVs), solving
the vehicle mobility problem. Specifically, RSUs are inter-
connected with the management center, where the IMMU is
deployed, through high-bandwidth wired links such as optical
fiber, facilitating efficient and low-latency data exchange. The
IMMU communicates with every maintained RSU to col-
lect information about the CAVs within their communication
range. It shall be noted that each CAV can communicate
directly with only one RSU in the system at any time instant,
depending on its real-time position. The IMMU then centrally
manages the selection of CAVs for each blockchain based on
the collected information. The real-time status information of
each CAV is broadcast in the form of Cooperative Awareness
Messages (CAMs), as specified by European Telecommuni-
cations Standards Institute (ETSI) [45], to surrounding V2X
entities within its communication range. This information is
subsequently acquired by the IMMU and RSUs acting as
proposers to support consensus decisions and operations.
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Through the proposed IMMU architecture, two key benefits
can be achieved to enhance the robustness of ITS in terms
of data transmission. The first benefit is that it addresses the
issue of changes in blockchain consensus formation due to
vehicle movement. For example, consider a scenario in which
proposer RSU#1 and CAV X are part of blockchain A and
proposer RSU#2 is part of blockchain B. During the consensus
process of blockchain A, if CAV X moves from the service
area of proposer RSU#1 to that of proposer RSU#2, proposer
RSU#1 will inquire the IMMU as soon as it detects the loss of
communication with vehicle X . If it is confirmed that vehicle
X is in the area of proposer RSU#2, communication with
vehicle X can be maintained through the relay of proposer
RSU#2. This ensures uninterrupted communication with the
vehicle through consensus.

The second benefit is that it helps mitigate the issue of
load concentration by allowing CAVs to be allocated to the
blockchain established by a remote RSU, rather than the
directly associated one, thereby preventing an RSU overload.
For example, suppose there are 10 CAVs with proposer RSU#1
in blockchain A and 50 CAVs with proposer RSU#2 in
blockchain B. As the number of participating nodes (vehicles)
increased, the time required for consensus formation per
blockchain block also increased. Therefore, it is necessary to
balance the number of participating nodes in each blockchain
to reduce load. Through the IMMU, 20 CAVs from blockchain
B can be allocated as participating nodes for blockchain A
and relayed by proposer RSU#2 to proposer RSU#1. This
reallocation balances the number of vehicles in blockchains
A and B, reducing the risk of prolonged consensus times in
blockchain B and improving overall system efficiency.

Therefore, the proposed IMMU architecture allows for
cooperation among multiple proposer RSUs to solve the
aforementioned challenges.

B. Design of the proposed IMMU system

To ensure effective IMMU operation in multi-RSU, multi-
CAV environments, the following requirements must be met to
address the challenges of member change and load balancing:

• IMMU must establish connections with all RSUs and
must maintain high-speed communication with them to
ensure efficient information gathering and data exchange.

• IMMU shall continuously collect state information from
CAVs associated with the respective RSUs and respond
to requests for environment information from any RSU.

• IMMU shall be able to dynamically optimize blockchain
member assignments based on CAV state information
collected from RSUs.

• IMMU must be aware of the edge environment con-
structed by all RSUs and CAVs, as well as the process-
ing specifications (e.g., computation resources, current
resource usage) of each RSU.

Additionally, as a prerequisite to meeting the above re-
quirements, vehicles must be able to connect to any RSU
through wireless communication, and neighboring RSUs can
communicate among themselves through established wired or
wireless links. In wireless links, V2X communications have

been widely explored, resulting in a variety of technologies
and solutions tailored to support ITS, such as Dedicated
Short-Range Communications (DSRC), Cellular V2X/Long
Term Evolution V2X (C-V2X/LTE-V2X), Fifth Generation
New Radio V2X (5G NR-V2X), and millimeter-wave V2X.
In this paper, we employ IEEE 802.11p [46] to support V2I
communication. As summarized in Table II, IEEE 802.11p
operates in the 5.9 GHz ITS band and supports direct com-
munication with low latency and decentralized management.
These features make it particularly suitable for real-time vehic-
ular environments where infrastructure-based connectivity is
essential but cellular coverage may be limited or unnecessary.
The choice of IEEE 802.11p aligns with our focus on RSU-
centric consensus formation, as it enables RSUs to directly
broadcast consensus results and membership information to
nearby vehicles without relying on centralized cellular infras-
tructure. Moreover, since our proposed IMMU architecture
emphasizes local collaboration among adjacent RSUs, the
use of DSRC facilitates rapid and reliable data dissemination
within the RSU’s communication range.

As depicted in Fig. 2, the developed IMMU consists of
three main components: a Data Store, Vehicle Tracking Unit,
and Booth Management Unit. The Data Store contains two
functions: Geography, which holds the geographical infor-
mation of the RSU locations, and RSU Spec, which retains
each RSU’s specifications. The Vehicle Tracking Unit com-
municates with RSUs to collect and distribute information
of road and CAVs. This unit comprises two functional units:
the Traffic Collect Unit and the Traffic Broadcast Unit. The
Traffic Collect Unit periodically collects information about
the communication associations between CAVs and RSUs.
Then, the Traffic Broadcast Unit responds to inquiries from
remote RSUs about: which RSU’s communication range a
certain vehicle is within. Based on the information obtained
by the Traffic Collect Unit, it returns the corresponding RSU
number. This allows each RSU to identify the association
between the RSUs and target vehicle, allowing it to maintain
uninterrupted communication through the corresponding RSU.
Furthermore, the Booth Management Unit is deployed with
policies to determine the optimal vehicle assignment to the
blockchain based on vehicle information obtained from the
Vehicle Tracking Unit. In this study, this optimized assignment
was achieved through the application of reinforcement learning
models deployed within the AI Learning Unit. Specifically,
the vehicle information from the Vehicle Tracking Unit, along
with the RSU specifications and location from the Data
Store, as well as other geographical information, is used
to dynamically assign vehicles for consensus formation in
the RSU’s blockchain. The Config Unit saves information
such as the internal weights of various reinforcement learning
models. Because the optimal reinforcement learning model
may dynamically change due to various environmental factors
such as the amount of data stored in the blockchain, the Config
Unit adjusts the AI Learning Unit model accordingly.

C. Establishment of Communication
By utilizing the IMMU’s Vehicle Tracking Unit, connec-

tions between RSUs and CAVs that are not directly associated



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2021 6

TABLE II
COMPARISON OF EXISTING V2X COMMUNICATION TECHNOLOGIES

Technology Description Communication Type Key Features / Considerations

IEEE 802.11p (DSRC)
[46]

Wi-Fi-based standard operating in the 5.9
GHz ITS band (e.g., 5.850–5.925 GHz)

Direct V2V/V2I Low latency, decentralized, ad hoc; limited
range and capacity

C-V2X (LTE-V2X)
[47], [48]

Cellular-based V2X using LTE (e.g., 5.9
GHz) via PC5 and Uu interfaces

Direct (PC5) + Infrastructure (Uu) Wide coverage, QoS support, depends on cel-
lular infrastructure

5G NR-V2X [49], [50] 5G-based V2X supporting URLLC and
high mobility (e.g., 3.5 GHz, 28 GHz)

Direct + Infrastructure Ultra-low latency, high throughput, evolving
standards

millimeter-wave V2X
[51], [52]

Uses millimeter-wave spectrum for high-
speed V2X (e.g., 28 GHz, 60 GHz)

Primarily V2I (RSU ↔ Vehicle) Very high data rate, low latency; limited cov-
erage, blockage-sensitive

can be established with the assistance of RSUs that are
accessed by the target CAVs. The connection can be separately
triggered from CAV or RSU sides, and their procedures are
briefly described below separately. The ’Nearest RSU’ is
defined as the RSU that the CAV is currently connected to
via wireless communication for immediate data exchange. The
’Destination RSU’, also referred to as the ’Remote RSU’,
is the RSU with which the CAV coordinates to exchange
consensus information within the blockchain.

Fig. 3. Sequence Diagram of CAV-to-Remote RSU Communication.

Connecting from a CAV to a Remote RSU
The sequence diagram of the CAV-to-remote RSU commu-

nication is shown in Fig. 3. The working procedure includes
the following steps:

1) The CAV checks if it can directly communicate with the
RSU managing its blockchain.

2) If there is no direct communication link, the CAV
sends a message to the directly accessible RSU for
consensus formation, including the ID of the destination
Blockchain.

3) The receiving RSU forwards the message to the des-
tination RSU based on the blockchain ID and RSU
correspondence.

Sending a Message from a RSU to a Remote CAV
The sequence diagram for RSU-to-remote CAV commu-

nication is shown in Fig. 4. The working procedure mainly
includes:

1) The RSU first verifies whether it can establish direct
communication with the target CAV.

2) If direct communication is not possible, the RSU inter-
acts with the IMMU’s Vehicle Broadcast Unit to obtain
information about RSUs that can directly communicate
with the CAV, and the forwards the message to the
corresponding RSU.

3) The receiving RSU forwards the message if it can
directly communicate with the target CAV (i.e., the CAV
is within its service area and is directly associated with
it). Otherwise, the source RSU re-queries the IMMU and
forwards the message to the other RSU.

Fig. 4. Sequence Diagram for RSU-to-Remote CAV Communication.

After receiving the blockchain message, the destination
RSU/CAV sends an acknowledgment message back to the
corresponding source CAV/RSU to confirm the receipt of
the message and establish communication between them. The
message format for the RSUs is as follows.
type BetweenproposerMsg struct {

Message any
Sender int
Recipient int
Phase int

}

In the message structure, the original message required for
blockchain construction is stored in the Message, Sender and
Recipient, containing the IDs of the sending and receiving
RSUs or vehicles. The phase indicates the current stage of
consensus formation. This phase makes it possible to distin-
guish whether the communication is from an RSU to a vehicle
or from a vehicle to an RSU, and the message is forwarded
according to the procedure described above.

D. Establishment of Blockchain

The consensus formation process for establishing a
blockchain can be divided into three major phases:

• Phase-1: block information distribution by the proposer
(RSU on the road).

• Phase-2: block verification and voting by validators (ve-
hicles on the road).
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• Phase-3: aggregation and verification of validator votes,
as well as block generation by the proposer.

At each time of consensus formation t , the total consensus
time (Tt) consists of both the communication time (τ ct ), which
accounts for message exchange, and the validation time (τvt ).
Formally, we have:

Tt = τ com
t + τ val

t . (1)

For each CAV u, the communication time between it and the
RSU (τ com

t,u ) is influenced by the quality of the wireless channel
and network congestion conditions. It can be expressed as:

τ com
t,u =

V m
t,u

Bt,u
+ τhst,u + τ com,wait

t,u , (2)

where V m
t,u denotes the real-time message size, Bt,u is the

communication rate between the CAV u and its associated
RSU, τhst,u is the handshaking latency as specified by the
underlying communication protocol, and τ com,wait

t,u represents
the additional communication waiting latency due to network
congestion. In practical V2X systems, the communication la-
tency

V m
t,u

Bt,u
can often be neglected during the consensus process

because modern communication technologies generally offer
extremely high data rates, and the message sizes are typically
very small. Therefore, in this study, we only consider the
handshaking latency and waiting latency, both of which are
simulated by our simulation platform.
The consensus validation operations are conducted by both
CAVs and RSUs, i.e., vehicles verify the block information
distributed by RSUs and RSUs verify the final voting infor-
mation aggregated from all involved CAVs. It should be noted
that each CAV can verify the block information upon receiving
it; however, the aggregated votes can only be verified by RSUs
after collecting sufficient votes from CAVs. Therefore, we can
separately express the validation time for a CAV (τ val

t,u) and an
RSU (τ val

t,rsu) as

τ val
t,u =

ρblock
t,u

P u
, (3)

and

τ val
t,rsu =

∑
ρvotes
t,rsu

P rsu
, (4)

where ρblock
t,u is the computation requirement of the block

information received by u. P u is the computing speed of u.∑
ρvotes
t,rsu denotes the total computational requirement of votes

received by RSU rsu. P rsu is the computing speed of rsu.
As the transmission of messages and validation on vehicles
can be performed simultaneously but the final verification of
votes can only be executed after collecting sufficient votes, we
can rewrite Eq. (1) as

Tt = max
u∈U+

{τ com
t,u + τ val

t,u}+ τ val
t,rsu, (5)

where U+ denotes the set of CAVs whose votes are finally
selected by RSU.

A consensus process is considered successful only if the
proposer receives a sufficient number of votes within an
acceptable time threshold. Specifically, let the number of
participants be n, and let f denote the maximum number of

Byzantine (arbitrarily faulty) participants tolerated within a
configuration/epoch. Under the assumption n = 3f + 1, the
required quorum size is 2f + 1. For example, when n = 7
(f = 2), consensus is achieved if at least five valid votes from
distinct participants are collected within the deadline.

IV. AI-DRIVEN CONSENSUS IN BLOCKCHAIN

The use of AI in the Booth Management Unit can be
designed to optimize various objectives according to the V2X
system’s operational goals. In this study, we leverage AI with
two objectives: i) to balance the load across RSUs to prevent
overload, thereby improving workload distribution and reduc-
ing consensus time, and ii) to minimize user reallocation to
remote RSUs to decrease data transmission overhead and fur-
ther lower latency. The former addresses the issue of varying
numbers of CAVs accessing each RSU, resulting in inefficient
resource utilization, with some RSUs being overloaded, while
others are underutilized. The latter rationale is based on the
fact that the transmission between RSUs introduces additional
overhead and latency.

Fig. 5. Consensus Time vs. Participant Node Size.

Fig. 6. Consensus Time vs. Message Size.

As a preliminary study for optimizing participant assign-
ment, we used V-Guard standalone [17] to investigate the cor-
relation between consensus time and the number of participat
nodes (i.e., validator). As shown in Fig. 5, it is evident that an
increase in the number of participant nodes in the blockchain
leads to longer consensus times. Meanwhile, the impact of
message size is investigated and displayed in Fig. 6, where the
error bars indicate the confidence intervals and demonstrate
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that the variance across trials remains relatively small. This
supports the stability of the consensus process. Besides, we
can find that node scalability plays a more significant role
in determining consensus performance than message payload
size in our proposed system. Hence, we can ignore the impact
of the message size in this work.

Fig. 7. Time Consumed by Consensus Phases vs Participant Node Size.

The time required for each consensus formation phase
and the total consensus time were measured for different
participant node sizes with a 32-byte message size. The results
are presented in Fig. 7. This figure shows that as the number
of vehicles increases, the consensus time, particularly the time
for Phase-3, also increases. This is because Phase-3 integrates
partial signatures from validators into a single signature, which
requires time proportional to the number of partial signatures.
Therefore, the consensus time is significantly influenced by
the number of participating vehicles.

If each RSU simply uses all directly connected CAVs
as blockchain members, significant variations in consensus
formation times may occur across RSUs, particularly when
some RSUs become overloaded. In practical V2X systems,
it is conceivable to synchronize the time across all nearby
blockchains maintained by a single IMMU and periodically
create blocks. Therefore, it is preferable to minimize discrep-
ancies in the consensus formation times across blockchains to
ensure more consistent system performance. Additionally, al-
though the amount of data currently included in the blockchain
is relatively small, it is anticipated to grow significantly with
the widespread adoption of autonomous driving technologies.
If CAVs are assigned to the blockchain of remote RSUs, a
substantial amount of data may be unnecessarily forwarded
across the network, potentially leading to severe congestion.
Therefore, it is crucial to mitigate network overhead and con-
gestion by minimizing the data transmission between RSUs.

To achieve these, we need to optimize CAV-to-RSU assign-
ment. Each time, we assume that there are n CAVs within the
coverage of the IMMU. The consensus formation time of each
blockchain depends only on the CAVs assigned to it. At any
given time, the real-time states of the CAVs were determined
and monitored by the IMMU. The assignment of CAVs to
RSUs depends on the observed state of the CAVs. Therefore,
the performance of blockchain consensus formation at a given
time depends solely on the real-time state and CAV assignment

action generated by the employed policy. In conclusion, this
process can be formulated as a Markov Decision Process
(MDP). Based on this, we can leverage reinforcement learning
to develop a policy for optimal CAV assignment.

Based on the designed IMMU architecture and objectives,
we defined the state, action, and reward functions required for
reinforcement learning as follows:

State: the location of CAVs within the coverage of IMMU,
i.e.,

st = {(vx,t, vy,t, fdummy,t) | v ∈ Vt}, (6)

Here, we consider only the two-dimensional coordinate in-
formation on the horizontal plane. (vx,t, vy,t) represent the x
and y coordinates of the CAV v in the defined x-y coordinate
system at time t. Vt denotes the set of CAVs in the system.
In the learning process, there are scenarios in which the
state consists of the information for less than n vehicles.
In such cases, dummy vehicles not used for training are
added to state along with regular vehicles to ensure that the
state dimension remains consistent. In this context, fdummy,t
serves as a flag to distinguish between the regular and dummy
vehicles. Specifically, for regular vehicles, we set fdummy,t = 0,
and for dummy vehicles, we set fdummy,t = 1. Additionally,
the coordinates of the dummy vehicles, vx,t and vy,t, were
assigned an outlier value of (10000, 10000).

Action: the assignment of CAVs to RSUs, i.e.,

at = {vh|v ∈ Vt}, vh ∈ H, (7)

where vh represents the RSU assigned to CAV v. H denotes
the set of RSUs in the system.

Reward: we define the reward function as the weighted sum
of a distance reward (Rd,t) and load balancing reward (Rlb,t),
i.e.,

Rt = w ·Rd,t + (1− w) ·Rlb,t, (8)

where w denotes a weight parameter that adjusts the relative
importance of Rd,t and Rlb,t. The Distance Reward encourages
the policy to minimize transmission overhead between RSUs,
while the Load Balance Reward considers the distribution of
CAVs among RSUs to achieve load balancing.

Rd,t can be formulated as

Rd,t =
1

|Vt|

|Vt|∑
i=1

(
diselected − dimin

dimax − dimin

)
, (9)

where diselected is the distance from CAV i to the selected RSU,
dimin is the minimum distance from CAV i to any RSU, and
dimax is the maximum distance from vehicle i to any RSU.
Rd,t decreases as the distance diselected from the selected RSU
increases. When a CAV is assigned to the nearest RSU, it
contributes a reward of +1. Conversely, if it is assigned to
the farthest RSU, it contributes a reward of -1. || denotes the
operation used to determine the number of elements in a set.
Thus, |Vt| represents the number of regular vehicles, excluding
the dummy vehicles.

The load balancing reward Rlb,t can be formulated as

Rlb,t =

{
−1, if σl > T

1− 2 · σl

T , otherwise,
(10)
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where σl represents the standard deviation of the number of
assigned vehicles across the RSUs and T is the threshold (set
to T = 10 in this model). If the standard deviation σl exceeds
T , then the load-balancing reward Rlb,t is set to a fixed value
of −1. However, as the standard deviation decreases, the load-
balancing reward Rlb,t increases linearly, reaching Rlb,t = 1
when the standard deviation is 0.

V. PERFORMANCE EVALUATION

This section introduces the experimental setup used to
evaluate the performance of the proposed IMMU architecture
and discusses the obtained results.

A. End-to-End Simulator Setup

When evaluating the application of blockchain to V2X, the
following assumptions are made.

1) All CAVs participating in the blockchain are within the
communication range of at least one RSU.

2) Every CAV participating in the blockchain is assigned
to a single blockchain built by a specific RSU.

3) The decision time for CAV assignment for blockchain
construction is sufficiently short.

4) Communication bandwidths available between RSUs,
and between the IMMU and RSUs are sufficiently
high. Assuming that RSUs are interconnected with the
management center via high-bandwidth optical links,
enabling low-latency data exchange among them that
satisfies requirements.

5) RSUs can always obtain the state information of CAVs
accessed to it.

6) All CAVs can connect to a RSU in the system as long
as they are within the coverage area of the RSU.

To implement these assumptions, we establish a simulation
environment that integrates Artery with a Python-based im-
plementation of IMMU. Artery is a simulator primarily used
for research on CAV communication systems, designed to
model and evaluate scenarios in ITS and V2X communica-
tion. It integrates the OMNeT++ network simulator with the
Simulation of Urban Mobility (SUMO) traffic simulator to
jointly simulate real-time traffic conditions and communication
protocols [18]. This integration allows for a detailed analysis
of how CAVs exchange information and how this affects traffic
volume and safety. V-Guard involves a single proposer and
multiple validators, where the proposer collects incoming data
in batches during the ordering phase to create blocks. This
is followed by the consensus formation phase, in which the
proposer aggregates the blocks ordered thus far and forms a
consensus with the other validators. In this simulation, the
scenario was constructed with RSUs as proposers and CAVs
as validators for V2I scenarios.

The experimental setup considers three RSUs at equal
distances from each other and uses SUMO to generate CAVs
moving in both directions on two lanes. Communication
feasibility and timing were measured using OMNeT++. Com-
munication measurement times are logged, and the consensus
formation time for each RSU’s blockchain is measured in
the V-Guard. The evaluation was considered successful if

Enhanced V-Guard
implementation

Enhanced V-Guard
implementation

400 m 500 m 500 m 400 m

5 m

RSU No.2

RSU

RSU No.1RSU No.0

OMNeT++
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Network Simulation

V2X Scenario
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Blockchain 
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Fig. 8. The Framework of End-to-End Simulator.

the consensus time was less than the feasible communication
time. Decisions regarding which RSU a CAV connects to are
made using the proposed reinforcement learning logic, and
the details of this signaling are explained in the previous
subsection. The logic of the evaluation platform is shown
in Fig. 8. We conducted simulations using SUMO v1.20.0,
OMNeT++ v5.6, and Python v3.11.4. The specifications of the
hardware used are listed in Table III. Simulation parameters
used in each experiment are introduced separately in the
corresponding sections.

TABLE III
HARDWARE INFORMATION

CPU Intel Core i7-10875H
(2.30 GHz base, 5.10 GHz boost, 8 cores, 16
threads)

Memory 62GB DDR4

Storage 953.9GB NVMe SSD

GPU NVIDIA RTX 2070 SUPER (8GB, CUDA 12.6)

OS Ubuntu 22.04.4 LTS
(Kernel 6.8.0-51-generic, x86 64)

B. Data Preparation

1) Improvement of Consensus Success Ratio: During the
consensus process, each CAV communicates through an RSU
facilitated by the IMMU. Consensus formation is confirmed
only when the consensus results are propagated to all the
member CAVs. In practice, consensus formation is successful
if more than 2/3 of the participants are able to communicate
normally by the time the consensus formation is completed.

However, it will not be possible to know whether the
consensus formation is successful if a CAV that is moving
during the consensus formation leaves the communication
range of the connected RSU, and the CAV in question (under
such a condition) will not be able to share data and will
have to go through the process of consensus building with
a new vehicle again, which will cause overhead. Therefore,
we define consensus formation as successful if the results of
the consensus formation are correctly received by all vehicles.

We deployed a one-lane road on each side and set the total
length of the road to 1800 m in the SUMO. At 400 m, 900
m, and 1400 m along the road, RSUs were placed 5 m from
the side of the road as RSU#1, RSU#2, and RSU#3. CAVs



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2021 10

enter the selected road range from both sides every 5 s, and
then drive at a constant speed [53]. The success probability
of consensus formation is then examined for RSU#2 in the
middle of the road, with and without communication bypassing
the RSUs.

We conducted a road simulation using Artery to investigate
the time variation in the number of CAVs with which RSU#2
can communicate. The results for the CAV speeds of 40,
60, and 80 km/h are shown in Fig. 9. The x-axis shows the
simulation time and the y-axis shows the number of CAVs
communicated with. We observed that, as the speed increased,
the number of connected CAVs increased, but the number of
CAVs communicated with decreased. In addition, the figure
shows that the number of CAVs that can be connected is
approximately 24 at a CAV speed of 40 km/h, 16 at 60 km/h,
and 12 at 80 km/h.

Fig. 9. Number of Communicable Nodes over Time.

Next, based on the list of CAVs that can communicate, as
obtained from Artery, the blockchain is performed to verify
the success probability of consensus formation under two
scenarios, namely without communication bypass between
RSUs (w/o bypass route) and with communication bypass
between RSUs (w/ bypass route). At this point, the validator
members for consensus formation are determined each time
based on the communication list at each instance. We then
analyzed the logs of each validator member, and consensus
was considered successful if all members had a consensus
completion log. In a scenario without communication bypass
between RSUs, any CAV leaving the RSU’s communication
range during consensus would fail to receive the completion
log, leading to consensus failure. However, in the scenario with
communication bypassing between RSUs, the completion log
could be relayed to CAVs outside the RSU’s communication
range, ensuring successful consensus formation. The results
of the probability of successful consensus when the CAV
speed was changed to 40 km/h, 60 km/h, and 80 km/h are
shown in Fig. 10. It can be confirmed that consensus is always
successful when data exchange is facilitated between neigh-
boring RSUs. However, the results indicate that the success
rate increases with increasing speed when data exchange is
not enabled between RSUs. This is attributable to the fact
that, as the speed increases, the number of CAVs that remain
within the communication range decreases (Fig. 9), thereby
reducing consensus formation time. In contrast, in a scenario
where CAVs enter at a constant speed, the frequency with

which CAVs leave the RSU’s communication range remains
unchanged, regardless of speed. As a result, the success rate
increases with speed, likely due to a reduction in the average
number of CAVs associated with each RSU.

Fig. 10. Consensus Success Rate vs. CAV Speed w/ and w/o IMMU.

2) Reinforcement Learning-based Optimization: We incor-
porated reinforcement learning based on the reward explained
in Section III and evaluated system performance. Similar to the
previous experiments, the road setting for SUMO was 1,500 m,
and three RSUs were installed 5 m from the roadside at 400,
900, and 1300 m, respectively. In the reinforcement learning
model training, the training data were based on 120 CAVs
randomly placed on the road within the range where their com-
munication with the simulated RSUs (i.e., RSU#1, RSU#2,
RSU#3) was possible (within approximately 300 m of the
RSU). We used the Advantage Actor Critic (A2C) reinforce-
ment learning algorithm from Stable-Baselines3 (v2.3.2) [54]
in Python as the learning model. The parameters for the AC2
algorithm are listed in Table IV.

TABLE IV
THE SETUP OF THE A2C ALGORITHM.

Item Value

Learning Rate 0.0001
Entropy Coefficient 0.003
Total Timesteps 100,000
Policy Network Hidden layer 3 layers (512 units per layer)

For the evaluation, we used two metrics: the probability
of being assigned to the nearest RSU and the standard de-
viation of the number of CAVs in the RSU. We ran the
training with different weights for the Distance Reward and
Load Balance Reward rewards and evaluated the results
by averaging the results of 500 assignments using random
test data with 60 vehicles for each. The results are presented
in Fig. 11. The distance reward weight w on the horizontal
axis represents the distance reward weight. The vertical axis
shows the probability of a CAV being assigned to the closest
RSU, and the Load Standard Deviation shows the standard
deviation of the number of CAVs assigned to three 3 RSUs.
We can see that as the distance reward weight w increases, load
balancing is neglected, and the standard deviation increases.
However, the accuracy shows a convex trend, reaching its
maximum when the Distance Reward Weight w is 0.6, and
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then maintains a high level. Therefore, in this model, the model
with a Distance Reward Weight w of 0.6 has the highest
accuracy, and it also achieves load balancing. Therefore, in
the IMMU assignment for the subsequent experiments, the
distance reward weight is set to 0.6, unless otherwise specified.

(a) Performance Accuracy (b) Performance Load Standard
Deviation

Fig. 11. Training results of the envisioned Reinforcement Learning algorithm.

C. The Evaluation of Scenarios on Congested Roads

We evaluated the model using a distance reward weight
w of 0.6 and considering a congested road scenario, and
compared the results between i) when the RSU and CAVs
that can communicate with it are used as the constituent
nodes of the blockchain (w/o IMMU) and ii) when CAV
assignment is performed using IMMU (w/ IMMU). The road
was the same as that used to create the learning model. In
addition, CAVs appear on the road from both sides every
5 s and drive to the opposite side while maintaining a safe
distance from the CAVs in front of them. In this case, the
CAV speed was set to 70 km/h and, to emulate congestion,
5% of CAVs were constrained to 30 km/h while the remainder
maintained 70 km/h. The communication between RSUs and
their respective CAVs is based on the IEEE 802.11p proto-
col [46], [55], operating in the 5.9 GHz frequency band and 10
MHz bandwidth. At this point, the communication coverage
radius of the RSU is approximately 300 m. The results of
running the CAVs on the Artery and measuring the number of
CAVs that can communicate with the RSU are presented in
Fig. 12. We observe a large difference in the number of CAVs
that can communicate with RSU#1 and RSU#3 compared to
RSU#2, when communications are primarily based on the
distance between CAVs and RSUs. For RSU#1 and RSU#3,
the number of CAVs that can communicate with them is
the same because the CAVs enter from both sides under the
same conditions. However, because RSU#2 is located between
RSU#1 and RSU#3, the trend in the number of CAVs that can
communicate with it changes.

The CAV location data obtained from Artery were applied
to the A2C model after completing the policy training, and the
RSUs to which the CAVs should connect were dynamically
assigned. Specifically, whenever the set of CAVs that can com-
municate with a particular RSU changes, the CAV assignment
at that time is determined based on the Artery timestamp and

Fig. 12. Communicable Node Size under Congestion Scenarios.

CAV location data. The results of the CAV allocation using
the A2C model in IMMU reinforcement learning are shown
in Fig. 13. We clearly observe that the numbers of CAVs
connected to RSU#1, RSU#2, and RSU#3 are almost equal.
From this, we can conclude that load balancing is achieved
using reinforcement learning in IMMU, even though the load
status is not uniform when the allocation is performed within
the communication range of each RSU.

Fig. 13. Participant Node Size w/ IMMU Assignment.

The V-Guard blockchain formation process was executed
using CAV allocation results cached in JSON format files for
each formation instance. Upon loading the JSON configura-
tion, the system performs consensus formation and measures
performance metrics. In our simulation, consensus is formed
at 0.5 s intervals. We compare the results of this consensus
formation time with and without the IMMU. The variation
in the consensus formation time when the CAVs that can
communicate are used as validator members for consensus
formation without an IMMU is shown in Figs. 14 and 15. The
results of IMMU allocation are shown in Fig. 16. Comparing
these three figures, it is evident that the IMMU helped even
out the consensus time. In addition, when the IMMU is
used, the results exhibit a similar trend to those of CAV
assignment shown in Fig. 13, and we can confirm that the
IMMU effectively contributes to balancing the consensus time.

Furthermore, the cumulative distribution function (CDF) in
scenarios w/o IMMU and w/ IMMU is displayed in Fig. 17. In
this case, it was again confirmed that the time taken to reach
consensus was less variable when IMMU was used. The results
demonstrate that the proposed IMMU approaches achieves
optimal overall performance across all RSU configurations,
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Fig. 14. Consensus Time: Nearest Policy w/o IMMU Assignment.

Fig. 15. Consensus Time: Random Policy w/o IMMU Assignment.

Fig. 16. Consensus Time: Proposed Approach w/ IMMU Assignment.

enabling over 97% consensus formation time less than 4 s,
effectively reduce maximum consensus time. Although the
Nearest Policy exhibits a higher proportion of cases with con-
sensus times below 1 s, this effect primarily arises from unbal-
anced load distribution. Specifically, in situations where only
a small number of CAVs are associated with a particular RSU,
the consensus time is considerably reduced. Nevertheless, this
imbalance simultaneously increases the consensus time for
other RSUs subjected to heavier loads, thereby offsetting the
perceived advantage. The Random Policy, lacking effective
allocation strategies, shows high variance and unpredictable
performance characteristics, failing to meet real-time appli-
cation requirements. When comparing each RSU under the
Proposed Approach w/ IMMU, it is evident that the consensus
times are shortened across all RSUs. However, RSU#2 exhibits
a wider variation in its consensus time than RSU#1 and

Fig. 17. CDF Result: w/o IMMU vs. w/ IMMU.

RSU#3. As shown in Fig. 16, this variation stems from the
presence of outlier values for RSU#2, which implies that the
IMMU was not able to fully alleviate the load concentration
at RSU#2 during certain simulation periods. We can conclude
that the proposed IMMU method achieves a trade-off of ”local
time increase, global time optimization” through intelligent
load distribution, potentially increasing consensus time for
some lightly-loaded RSUs while significantly reducing the
system’s overall maximum consensus time.

Furthermore, the average consensus time for each proposer
was calculated at each simulation time, and the standard
deviation among the proposers was summarized in Fig. 18 In
this figure, the red dotted line labeled “w/o IMMU“ represents
the time periods where RSU#3 failed to reach consensus
due to an insufficient number of participating vehicles. The
figure also includes results for a Random Policy in which
RSUs assign vehicles arbitrarily. From this figure, it can be
observed that using IMMU reduces the standard deviation
of consensus time across proposers more effectively than the
Random Policy, particularly during congested periods. While
the Random Policy partially mitigates the proposer imbalance
compared to the baseline w/o IMMU, it still exhibits notable
fluctuations due to the lack of vehicle-aware control logic. In
contrast, the proposed approach achieves a more consistent
load distribution across the RSUs.

Fig. 18. Standard Deviation of Consensus Time: w/o IMMU vs. w/ IMMU.

The CDF for this standard deviation is presented in Fig. 19.
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The results show that the IMMU achieves a lower variation
in consensus time than both the Random Policy and Nearest
Policy w/o the IMMU. For example, at the 20 % CDF point,
the standard deviation improves by approximately 0.05 s
compared to Random Policy and 0.4 s compared to the Nearest
Policy w/o IMMU case. Similarly, at the 60 % CDF point,
IMMU achieves an improvement of approximately 0.2 s and
1.2 s over the Random Policy and Nearest Policy, respectively,
w/o IMMU. These results confirm that IMMU contributes to
achieving more stable consensus durations and robust RSU
load balancing, thereby reducing consensus formation time and
enabling real-time blockchain formation.

Fig. 19. Standard Deviation of Consensus Time CDF Result: w/o IMMU vs.
w/ IMMU.

VI. CONCLUSION AND DISCUSSION

In this study, we proposed an IMMU architecture for
applying blockchain to dynamic V2X to address the mobility
of CAVs during blockchain formation. The problem was for-
mulated as an MDP and then reinforcement learning-based ap-
proach was developed to optimize the CAV assignment during
blockchain construction for each RSU. The simulation results
demonstrated that the proposed architecture and approaches
can improve the consensus formation performance in terms
of consensus-formation time and load balancing. However
However, our work only considers the positions of vehicles,
which may result in slightly higher overhead for updating
the blockchain in a practical system. For future work, the
integration of vehicle mobility patterns and social information
could be explored, along with the adoption of more advanced
AI models, to enable more stable decision-making with fewer
required updates. Besides, we assume that one server will be
responsible for the IMMU, but this will partially undermine
the decentralization and elimination of a single point of
failure, which are the strengths of the blockchain. Therefore,
in the future, we will also need to consider a design that
achieves the functions of the IMMU solely through peer-to-
peer communication between the proposers.
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